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Introduction
In RAN1#89 and the email discussion after the meeting, decisions have been made regarding the information block sizes and code rates covered by BG#1 and BG#2.
In this contribution, we discuss the needs of puncturing, and the bit ordering for the circular buffer to support puncturing effectively.
Puncturing of BG1 and BG2
The following sizes and rates have been decided (agreements or working assumptions).
BG#1:
· The dimensions of the base matrix are 46x68, 
· Systematic puncturing of 2 columns;
· Kb1 = 22;
· Rmax,1 = 22/25, Rmin,1 = 1/3

BG#2:
· The dimensions of the base matrix are 42x52,
· Systematic puncturing of 2 columns;
· Kb2 = 10;
· Rmax,2 = 2/3, Rmin,2 = 1/5

For both BG#1 and BG#2, the Z value sets for lifting are:
	Set 1
	Z = 2*2j , j=0,1,2,3,4,5,6,7

	Set 2
	Z = 3*2j , j=0,1,2,3,4,5,6,7

	Set 3
	Z = 5*2j , j=0,1,2,3,4,5,6

	Set 4
	Z = 7*2j , j=0,1,2,3,4,5

	Set 5
	Z = 9*2j , j=0,1,2,3,4,5

	Set 6
	Z = 11*2j , j=0,1,2,3,4,5

	Set 7
	Z = 13*2j , j=0,1,2,3,4

	Set 8
	Z = 15*2j , j=0,1,2,3,4



For BG#1, Kmax,1 = 22*384 = 8448. For BG#2, the working assumption is Kmax2 = 10*256 = 2560. On the other hand, if Zmax,2 = 384 is used together with Kb2 = 10, then Kmax2 = 10*384 = 3840.

The info blocks sizes and code rates covered by BG#1 and BG#2 are illustrated in Figure 1, respectively. 
 [image: ]
[bookmark: _Ref462987397]Figure 1.	Info blocks sizes and code rates covered by BG#1 and BG#2, respectively

Puncturing to achieve code rates above the designed Rmax is needed for both BG#1 and BG#2:
· For BG#1, code rate higher than Rmax,1=0.880 is needed. This happens when peak data rate is required. Highest code rate is needed together with highest modulation order (e.g., 256-QAM) and largest number of MIMO layers (e.g., 8-layer);
· For BG#2, code rate higher than Rmax,2=2/3 is needed if a UE is designed to support BG#2 only. Additionally, although code rate R>2/3 is available for the same K by BG#1, it is beneficial to use BG2 if R is only slightly higher than 2/3, since BG2 has the benefit of using larger shift sizes for the same info block size K. 
Hence bit ordering of parity bits for both BG#1 and BG#2 should be carefully checked to ensure good performance for code rate higher than Rmax,1 and Rmax,2, respectively.

[bookmark: _Hlk485588807]Puncturing to achieve code rates above the designed Rmax is needed for both BG#1 and BG#2.

Bit Ordering
We note that the order in which the parity bits are punctured can affect the BLER performance at the given code rate. As an example, consider the LDPC code described in [4]. For k = 8000, the code uses Z = 448 and kb = 18. The size of the submatrix B is 6x6. Although dimensions of this code design is not fully consistent with the agreed NR parameters, this LDPC matrix is used to illustrate the issue. 
We consider two different orders of puncturing the parity bits. The baseline scheme is to puncture the parity bits from the end of the codeword. In the second scheme, we choose a puncturing order, further described below, that is equivalent to reordering the columns of the submatrix B and puncturing from the end.
For the example matrix (kb = 18, submatrix B is 6x6), puncturing two or three columns of B results in code rates of 9/10 or ~0.95, respectively. Since the considered puncturing scheme is equivalent to a reordering of the columns in B and puncturing from the end, it is straightforward to calculate the density evolution thresholds for different sets of punctured columns. When puncturing two columns in B we find that puncturing from the end, i.e. columns 5 and 6, results in the lowest threshold. For three columns however, puncturing from the end results in a higher threshold than the puncturing scheme which is equivalent to puncturing columns 1, 5, and 6 of submatrix B. In Figure 2 we have plotted BLER curves for rate 948/1024, corresponding to the highest entry in the LTE CQI table [5]. This rate corresponds to puncturing of ~2.5 columns in B. 
The two puncturing orders tested are:
· “Original puncturing order”: Puncture approximately half of the parity bits in column 4, and all the parity bits in columns 5 and 6 of submatrix B, i.e., starting from the end of matrix B without column reordering.
· [bookmark: _GoBack]“Improved puncturing order”: Puncture approximately half of the parity bits in column 1 from the end, and all the parity bits in columns 5 and 6 of submatrix B. This effect is achieved by reordering columns in B and then puncturing from the end.

As predicted by the threshold analysis, the improved puncturing order outperforms the original puncturing order by ~0.1 dB at BLER = 10-2, and by ~0.4 dB at BLER = 10-4.

[bookmark: _Hlk485588823]BLER performance at high code rates can be improved by changing the order in which the parity bits associated with submatrix B are written into the circular buffer.
Based on these observations we make the following proposal to improve BLER performance:
[bookmark: _Hlk485588864]Reorder the parity bits associated with submatrix B before writing into the circular buffer.
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[bookmark: _Ref481586074]Figure 2: LDPC performance for different puncturing orders at high rate.
Conclusion
In this contribution, we consider the performance of code rates higher than Rmax,1 and Rmax,2 for BG#1 and BG#2, respectively. We made the following observations:

Observation 1 Puncturing to achieve code rates above the designed Rmax is needed for both BG#1 and BG#2.
Observation 2 BLER performance at high code rates can be improved by changing the order in which the parity bits associated with submatrix B are written into the circular buffer.
Based on the discussion, we have the following proposal: 
1. Reorder the parity bits associated with submatrix B before writing into the circular buffer.
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