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1 Introduction
In the previous 3GPP RAN1 meetings [1][2], the beam failure problem in the high frequency (> 6 GHz) NR systems has drawn much attention, and the UE-initiated beam failure recovery mechanism has been extensively discussed. In this contribution, we will discuss a network-based mechanism for the prevention and recovery of the beam failure in the uplink and/or downlink communication between a UE and the network in a multi-user communication system.
2 Background
In the high frequency (> 6 GHz) systems, spatially narrow-beamformed signal transmission and reception principally require that the transmit and receive beam directions are kept aligned with the spatial directions of a free line-of-sight (LoS) paths between the transmitter and the corresponding receiver. If the transmit and/or receive beam directions are not aligned with the LoS, e.g., due to the movement of either the transmitter or receiver, or sudden obstacle breaks this LoS, e.g., due to the movement of the objects surrounding transmitter or receiver, the receiver will be unable to receive the transmitted signals. Such an event is called beam failure. To recover the signal transmission/reception from the beam failure, an UE-initiated beam failure recovery mechanism has been discussed, which includes the following aspects: (a). beam failure detection, (b). new candidate beam identification, (c). beam failure recovery request transmission, and (d). UE monitors gNB response for beam failure recovery request. This mechanism is, however, based on legacy cellular systems, and more importantly, legacy applications. It usually requires beam sweeping in different directions and takes more than several hundreds of milliseconds or even longer before the communication link is re-established. Such a long-time outage event may cause a disruption in the application layer and totally destroy the consumer experience, which is unacceptable for any kind of streaming applications, e.g., virtual reality (VR) and augmented reality (AR) applications. 
3 Network-Based Beam Failure Recovery
In this contribution, we discuss a network-based beam failure recovery mechanism for the pre-emption and even recovery of the disruption of uplink and/or downlink communication links between a mobile user equipment (UE) and a network access point (AP) in a multi-user communication system. The mechanism is applicable to both conventional cellular network and the UE-centric network. As illustrated in Figure 1, the considered communication network consists of a network controller (e.g., gNB), multiple APs and multiple UEs connected to each AP. Besides the serving AP of each UE, the network controller prepares for each UE a set of UE-specific APs as alternatives to its serving AP, called further as “guardian APs (GAPs)”. The proposed mechanism allows the GAPs of a UE to monitor the channel quality of the potential beamformed link between the UE and each of its GAPs and report to the network controller, such that the network controller can based on the received channel quality reports initiate the beam failure recovery when necessary. Different from UE-initiated beam failure recovery, the network-based beam failure recovery mechanism enables the network side to acquire and track a  potential larger number of beamformed links between the UE and its GAPs, instead of only monitoring the beamformed link between the UE and its serving AP. Hence it can provide more candidate beamformed links as potential replacement of the beamformed link between the UE and its serving AP in case the communication over the latter link is blocked. This in turn guarantees much more reliable communication between the UE and network. 
Observation 1: Network-initiated beam failure recovery is much more reliable than UE-initiated beam failure recovery.

Proposal 1: NR supports at least network-based beam failure recovery mechanism.

The proposed network-based beam failure recovery mechanism is detailed below.
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Figure 1. Illustration of the network.
Selection of UE-specific GAPs
The selection of the UE-specific GAPs is performed by the network controller on the basis of the geographical position of each UE known by the communication network after the connection between a UE and the serving AP is established. A serving AP of one UE can be a GAP of another UE. As the UE moves, the position of each UE will be regularly updated at the network controller, and the network controller will reallocate the GAPs for each connected UE to ensure short distances of the GAPs to their guarded UE. 
GRS transmission and reception
Each UE in the system periodically transmits GRS to its GAPs instead of the serving AP. This is different from the sounding reference signal (SRS) intended for the serving AP. The serving AP does not need to search for the GRSs of its own UEs, as it has anyway to detect demodulation reference signals of each of these UEs, which can provide the same UL channel quality information (for example, received signal power) as any of the GRSs. By not transmitting a directive GRS to the serving AP, both the UE’s and serving AP’s power consumption can be reduced and the spectrum congestion can be alleviated as well.  
The function of GRS is not only for the selection of UE-specific GAPs as mentioned above, but also for the acquisition and tracking of the channel quality and transmission/reception beamforming parameters of the potential beamformed link between the UE and each of its GAPs. For this purpose, each GRS should at least contain information about the UE identity, such that the corresponding GAPs are able to recognize the received GRSs only from the UE to which they are allocated. This UE identity information can be assigned to the UE by the network controller when the link to the UE is established for the first time and, in the meanwhile, provided to the GAPs when they are selected. 
In addition, the GRS may be transmitted either omni-directionally or directionally. Consequently, the GRS also contains a flag indicating directional or omni-directional GRS transmission. In the case of directional transmission, the GRS further contains a transmit beam index of the UE. The GRS can be transmitted directionally in at least two orthogonal directions to the LoS between the UE and the serving AP, in case that the UE does not have any information about either the positions of the GAPs or which beamforming coefficients should use to transmit to the GAPs. In this way, if the LoS is completely blocked, there is good probability that the GRS will be received by the GAPs that are in directions which have +/-90 degrees shifted azimuths with respect to the LoS. Alternatively, the beamforming coefficients for the transmission of the GRS can be sent to the UE by the network controller via the serving AP after the connection between a UE and the serving AP is established.
The GAPs then perform directional reception of the GRS. The directional GRS reception at each GAP is preferably performed by an antenna array where each antenna is connected to a separate receive RS chain. Upon the GRS reception, adaptive weighting coefficient is applied to the received signal at each antenna element and the outputs of all receive RF chains are combined in order to obtain composite received signal. This kind of processing is known as digital beamforming. By changing the weights the receiver can scan arbitrary directions of the received signals and in that way determine exact azimuth and elevation angles of arrivals (AoAs) of the GRS. In that way the GAPs can reliably track arbitrary directions of the received signal of a moving UE just from a single reception of the GRS, which is not possible with receive beam scanning implemented by analog or hybrid receive beaming.
The estimated AoAs at a GAP are also used as the possible angles of departure (AoD) of the downlink transmission from the same GAP to the UE if the network controller selects that GAP as the best substitute for the deteriorated or broken regular link with the UE. It should be noted that using the uplink AoA as downlink AoD here does not imply reciprocity of the UL and DL channel from a given UE. The reciprocity means that the channels are the same, what is not needed to have the presented solution working. The only condition needed is that there is unobstructed LoS between the UE and some GAP, which ensures that there is at least LoS channel component both on the UL and DL, although these LoS components might not have the same gain coefficients (for example, if they are transmitted at different carrier frequencies). As LoS component of mmWave links is always the dominant one, the quality of both UL and DL mmWave signals is guaranteed.
Observation 2: GRSs enable the network to perform reliable tracking of moving UEs from a single GRS reception. 
Based on the received GRS, each GAP will measure the channel quality of the potential link towards the related UE and report that channel quality to the network controller together with the UE identity, the flag indicating directional or omni-directional GRS transmission and the transmit/receive beamforming parameters of this potential link. As aforementioned, the transmit/receive beamforming parameters at the GAP side is obtained via directional GRS reception. With directional GRS transmission, the transmit beam index at the UE side is embedded in the GRS, which is also used as the possible downlink receive beam index at the UE,  and so is also obtainable at the GAP. In the case of omni-directional GRS transmission, the GAP is unable to acquire the UE-side transmit/receive beamforming parameters. However, the network controller can calculate an offset angle between the LoS direction of the serving AP relative to the UE and the LoS direction of a selected GAP relative to the UE. This offset angle can be obtained from the known geographical positions of the UE, the serving AP and the selected GAP. Once this offset angle is delivered to the UE, the UE can derive the transmit beam index towards the selected GAP based on this offset angle. More specifically, the UE knows which transmit beam index is used to transmit to the serving AP and it knows the transmit beam width. So by dividing the offset angle by the transmit beam width it can obtain the offset transmit beam index. The offset transmit beam index is added to the transmit beam index used to transmit to the serving AP, to obtain the transmit beam index to be used for the redirected link to the selected GAP. 
Observation 3: GRSs make the network able to measure channel quality of the potential links toward each UE. 
Proposal 2: NR supports a UE-specific beamformed UL reference signal (i.e., GRS), which is at least applicable for network-based beam failure recovery.

· The GRS can at least be configured to be periodically transmitted
· FFS: Details of the reference signal, whether it could be based on DMRS, SRS etc.
Network-based beam failure recovery procedure
According to the above description, the network controller can periodically receive the channel qualities of both the link between the UE and serving AP and the link between the UE and each GAP. The alarm about imminent link disruption, i.e., the beam failure request can then be initiated by network controller. A beam failure recovery procedure can be initiated by the network controller on the basis of the following criteria: 
a) The channel quality of the link between the UE and a certain GAP is better than that of the link between the UE and the serving AP;
b) The channel quality of the link between the UE and the serving AP is below a predetermined level; 
c) An explicit request is received from the UE. This may happen in the case that the LoS is obstructed in such way that the DL link is completely blocked but the UL link still has some reflection path that provides sufficient (but low) SNR to maintain the UL connection.
In this way the UE-initiated beam failure recovery is incorporated as a part of more general network-initiated beam failure recovery, which offers more complete and reliable preemptive protection mechanism against beam failure at high frequency NR systems.
Once a beam failure recovery procedure is initiated, the network controller will select a GAP as a replacement of the serving AP for the UE and redirect the link to the selected GAP. Both uplink and downlink are always redirected to the selected GAP together, even if only one of them is block, because it would be inefficient that the uplink and downlink are connected to different APs. Note that this is not the handover procedure done in LTE, because it does not involve higher layers operations. The link redirection is performed by the network controller as illustrated in Figure. 2. The network controller sends the first beam failure recovery instruction to the serving AP and a second beam failure recovery instruction to the selected GAP which replaces the serving AP, via backhaul link to both of them. The first beam failure recovery instruction informs the serving AP to stop communication with the UE; the second beam failure recovery instruction informs the selected GAP to start communication with the UE. The first beam failure recovery instruction and second beam failure recovery instruction contain at least the UE identity. The network controller also sends the related link redirection information to the impacted UE about the parameters of the redirected link via another, unobstructed and reliable link to the UE. For example, some LTE/NR downlink channel below 6 GHz, e.g., the physical downlink control channel (PDCCH), can be used as such reliable link. This related link redirection information contains at least three parts: a). redirection decision, b). the identity of the new serving AP and c). UE’s transmit/receive beamforming parameters (e.g., the transmit beam index of the UE and/or the offset angle calculated at the network controller) for the redirected link.
The network controller should take care that the resource allocation in the GAP appointed as the new serving cell for given UE is correctly implemented. As the resource allocation for the physical UL and DL shared channels (PUSCH and PDSCH, respectively) used for data transmission from/to the UE are controlled by the corresponding control channels, it is sufficient that the network controller ensures that the redirected UE is incorporated in the scheduler of the GAP.
Proposal 3: Support link redirection information transmission from the network to the UE in high-frequency NR systems to facilitate beam failure recovery operation at the UE side.
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Figure 2. Network-based beam failure recovery procedure. 
4 Conclusions

In this contribution, we have discussed a network-based mechanism for the beam failure recovery in the high frequency (>6 GHz) of NR systems. The following observations and proposals have been made.
Observation 1: Network-initiated beam failure recovery is much more reliable than UE-initiated beam failure recovery.

Observation 2: GRSs enable the network to perform reliable tracking of moving UEs from a single GRS reception. 

Observation 3: GRSs make the network able to measure channel quality of the potential links toward each UE. 

Proposal 1: NR supports at least network-based beam failure recovery mechanism.

Proposal 2: NR supports a UE-specific beamformed UL reference signal (i.e., GRS), which is at least applicable for network-based beam failure recovery.

· The GRS can at least be configured to be periodically transmitted

· FFS: Details of the reference signal, whether it could be based on DMRS, SRS etc.

Proposal 3: Support link redirection information transmission from the network to the UE in high-frequency NR systems to facilitate beam failure recovery operation at the UE side.
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