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1. Introduction & Background
NR has introduced larger BW than LTE. Therefore it is expected that the resource allocation granularity may be larger than that of LTE. Further optimization may be needed to guarantee acceptable control signalling overhead. And in the previous meeting, RBG size were discussed and some agreements were achieved [1-3].
· The set of RBG size includes at least 2, [3,] 4, [6,] 8, 16
· FFS: necessity of other RBG sizes
· RBG size may or may not depend on the number of symbols for data
· For determining RBG size, the following options are considered

· Opt. 1: RBG size is determined by the NW channel BW

· FFS: Necessity of signaling

· Opt. 2: RBG size is determined by BW for the configured BW part

· FFS: Necessity of signaling
· FFS: Multiple configured BW parts
· Opt. 3: RBG size is configured by NW

· FFS: Set of configurable RBG sizes may depend on frequency range

· Opt. 4: RBG size is determined by DCI
· FFS: Signaling details
This contribution discusses frequency resource allocation in NR.
2. Frequency Resource allocation 
2.1. The set of RBG size

LTE adopts the deterministic RBG size, which is tied to the system bandwidth. In NR, the maximum BW would be 400MHz. However, unlike LTE, in NR the UE bandwidth capability can be different from the system bandwidth.  For the design of RBG size, two aspects can be considered, e.g. the signalling overhead of resource allocation and the compatibility of different RBG size. 
For 400MHz frequency region scheduling, payload size of DCI may not be tolerable if scheduling overhead increases linearly.  The scaled RBG size can be a candidate. For BW with maximum 550 RBs, RBG size of 110RBs BW can be considered as a star point like LTE system. RBG size of different BPs can be scaled based on the RBG size of 110RBs. As shown in Table 1, RBG sizes are directly proportional to the total number of RBs within the configured BPs. Resource allocation can base on the proportional extension of RBG size. This method can avoid the significant increase of DCI payload with the larger bandwidth. The fixed RA size can maintain the comparable DCI payload. Secondly, the fixed RA size can avoid changing DCI size frequently for both gNB and UE sides. 
Table 1 RBG size corresponding to different BPs 
	RBG size
	Total number of RBs within the configured BP

	2
	55 RBs

	4
	110 RBs

	8
	220 RBs

	12
	330 RBs

	16
	440 RBs

	20
	550 RBs


In NR, gNB can operate simultaneously as wideband BPs for some UEs and as a set of BPs similar to CA for other UEs. The compatibility of RBG sizes should be considered. In addition, in LTE and NR co-channel co-existence scenario, LTE RBG size can be considered for NR RBG size design for better resource multiplexing between two RATs. An example is depicted in Fig.1, in which 1 RBG size comprises 3 PRBs for some UEs. When UE with RBG size of 2 PRBs is scheduled, resource fragment can occur. The unused RB should be avoided from efficient resource utilization perspective. In NR system, UEs with different BP may use different RBG granularity. Both small and large RBG size coexists. The ‘compatible’ RBG size can be a candidate. As shown in Fig.2, RBG comprises 4 RBs or 2RBs for different UEs. The UEs with smaller RBG size can be scheduled with more number of RBGs to align the larger RBG size. In this condition, ‘resource holes’ can be avoided. 
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Figure.1 The potential resource holes                            Figure.2 The ‘nested’ RBG size 
Proposal 1: Design of RBG size should consider the multiplexing of different RBG size and the efficient multiplexing of different RAT, i.e. LTE and NR co-channel. 
Proposal 2: The set of RBG size at least includes 2,4,8,12,16,20, as shown in Table 1 .

2.2. The determination of RBG size
For Option1:

If RBG size is determined by the NW channel BW, UEs with less BW capacity are also scheduled by the larger RBG size due to the larger RBG granularity. Therefore, option 1 is not suitable for the various UE bandwidth capabilities. 
Observation 1: Option 1 is not suitable for the various UE bandwidth capabilities. 
For Option 2:
RBG size is related to BPs. UEs can determine RBG size according to the configured BPs. Some BPs with the different number of RBs can be defined in specification. No additional signalling is required. For option 2, DCI payload can keep fixed based on the configured BPs, which does not lead to the more blind decoding attempts for UEs. The drawback of option 2 is that the RBG size could not be service type specific, e.g. URLLC and eMBB. In URLLC, the mini-slot based scheduling will be used and quite large bandwidth allocation can be expected for each mini-slot, which for eMBB, the slot based scheduling can be more practical and bandwidth allocation can be more flexible from narrow band to wider band in a per slot basis. It means that larger RBG size can be suitable for URLLC compared with eMBB. In addition, using a larger RBG size for URLLC helps to reduce the DCI payload size and thus improves the PDCCH reliability for URLLC. 
Observation 2: Option 2 is not optimal for different service types, e.g. URLLC and eMBB.
For Option3:
In this option, a set of RBG sizes is configured to UEs. The configuration can be done explicitly using higher layer signaling or implicitly determined by other factors, e.g. time granularity for scheduling, i.e. slot and mini-slot. With option 3, the flexible scheduling of gNB can be observed. Moreover, for URLLC service, the larger RBG size can be used for achieving compact scheduling, which benefic the reliability of transmission. 
For this option, RBG size can also correspond to a basic BPs. The received BW is divided into several basic BPs. For example, 400MHz BW can comprise five basic BPs, in which each BPs includes 110RBs. RBG size can be fixed to 4RBs as in LTE. An additional bitmap of basic BPs indication is included, which represents the usage of each basic BP.

Proposal 3: Option 3 is preferred to efficiently support different service types, e.g. URLLC and eMBB.   
For Option 4, the RBG size is determined by DCI, either explicitly or implicitly.
· RBG size is determined by DCI explicitly  
For the explicit method, RBG size indication field can be included in DCI. The corresponding RA is based on the RBG size field. In this method, DCI size is not changed frequently with different RBG size, which does not bring more blind decoding attempts. 
· RBG size is determined by DCI implicitly 
RBG size also can be determined by DCI implicitly, for example, by DMRS or CORESET configuration. UEs can obtain RBG size from the DMRS or CORESET configuration. Then UEs decode DCI based on the corresponding payload size. For this method Detection complexity is increased. The evaluation of PDCCH performance is required for this method.    
Proposal 4: RBG size is determined by DCI also can be considered.
2.3. Universal compression algorithm
For RA field design, some universal compression algorithms can be considered. Taken resource allocation type 1 as example, the probability of ‘0’bit (representing ‘unused’ RBG) in RA field is a function of resource utilization. If the ratio of used RBs in a period is close to 1 or 0, there would be of much higher probability for ‘0’ bit than ‘1’ bit or much lower probability for ‘0’ bit than ‘1’ bit. For both cases, some simple universal compression algorithm can be applied to reduce the RA size, e.g. Huffman-Coding [4], LZ77 algorithm [5] and etc. Decoding complexity for Huffman-Coding is less than encoding complexity, therefore it is very suitable for low UE implementation complexity. 

Some simple testing results on Huffman-Coding are as follows, note that it is assumed that RA size = 110 (80MHz, RBG=4, dictionary size=5bit)

	Ratio of used RBs
	Compressed RA size / Uncompressed RA size (90% probability less than the given value)

	5% load
	42%

	10% load
	58%

	20% load
	83%

	50% load
	100%

	80% load
	83%

	90% load
	58%

	95% load
	42%


It can be seen that for both high load and low load cases, the RA size can be scale down largely.
However, it is not possible to adopt fully dynamic RA size. One simple approach is to define several RA size, and adding padding bits. Note the padding shall be designed for the UE to determine the terminator of actual RA field.

The length of coded bits after Huffman-Coding encoder is not fixed. For some extreme case, it should be possible for gNB/UE to fallback to uncompressed RA mode if the coded bits length is greater than the actual RA size. This can be indicated by adding 1-bit in DCI. Further investigation is needed. 
Proposal 5:  FFS for universal compression algorithm for RA filed.
3. Conclusion
In this document, we discuss design principle of RBG size with the following observations and proposals:
Observation 1: Option 1 is not suitable for the various UE bandwidth capabilities.
Observation 2: Option 2 is not optimal for different service types, e.g. URLLC and eMBB.
Proposal 1: Design of RBG size should consider the multiplexing of different RBG size and the efficient multiplexing of different RAT, i.e. LTE and NR co-channel. 
Proposal 2: The set of RBG size at least includes 2,4,8,12,16,20, as shown in Table 1 .
Proposal 3: Option 3 is preferred to efficiently support different service types, e.g. URLLC and eMBB.   
Proposal 4: RBG size is determined by DCI also can be considered.
Proposal 5:  FFS for universal compression algorithm for RA filed.
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