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For polar code construction for NR control channels, the following was agreed in RAN1#89 [1]: 
Agreement: 
· For DL: 
· J’ = 3 or 6, to be downselected at June adhoc
· J’’ = 0
· At least some of the J + J’ bits are appended
· FFS until June adhoc:
· how the J + J’ bits are obtained 
· If J’=6, working assumption that at least some of the J + J’ bits are distributed (including to support early termination in the code construction) (Consideration of J’=6 proposals without distributed J+J’ bits are not precluded.)
· If J’=3, FFS until June adhoc whether some of the J + J’ bits are distributed (including to support early termination in the code construction)
· Consideration of distribution of bits shall consider complexity versus benefit and comparison to implementable purely implementation based methods for early termination

One of the key points in this agreement is to evaluate and compare several different ET (early termination) algorithms proposed in RAN1#89 meeting within the aspects of performance and implementation. 
· Performance: BLER and FAR performances were agreed to at least align with LTE PDCCH blind detection [10].   
· Implementation: ET gain is designated to that extra complexity and latency paid for an ET-enabled decoder/encoder should be less than the averaged complexity and latency saved by an ET. 
Evaluation of different assistant-bit-based code constructions of polar code will be presented, in particular FAR performance in the scenario of the LTE PDCCH blind detection, and hardware implementation complexity and latency cost for an ET-oriented code construction.    
[bookmark: _Ref477266525]Performance 
Simulations 
In detecting its PDCCH signal, a UE has no knowledge of which kind of signals on any of the searching space. It can be no signals, PDCCH signals at different aggregation level, unintended PDCCH signals, or intended PDCCH signals. Also, the UE has clearly no knowledge of the transmitted SNR.
Therefore, for a reliable evaluation of the performances (BLER, FAR and ET saving), we should evaluate the following four types of inputs over the entire SNR region: 
a) Input to a decoder is a pure AWGN noise 
b) Input to a decoder is a random-QPSK signal + noise 
c) Input to a decoder is a polar codeword for other UE + noise 
d) Input to a decoder is a polar codeword for this UE + noise
There are several ET algorithms proposed in the RAN1#89 meeting. Basically, they can be divided into two categories: 
· Path-metric-based ET algorithm [6][11][12][13]
· Assistant-bit-based ET algorithm [4][5][7]
In this contribution, we focus on the assistant-bit-based ET algorithm that would change the code construction of a polar code. 
Assistant-bit-based ET Algorithm
Some assistant bits including either distributed CRC bits [5] or PC bits [4][7] are placed in the middle of an information block to allow a decoder to check these parity-check bits in the middle of a SC-based decoding procedure. Because a SC-based decoder would never roll backward to correct the decoded bits, a failure of parity-checking would immediately claim an early termination. 
Distributed CRC (D-CRC)       
A D-CRC polar code in [5] needs to interleave an entire block before Arikan polar encoder. Because an interleaving pattern is generated in term of CRC polynomial and block length, the positions of the distributed CRC bits could ensure no FAR degradation [5][4] in all types of input signals. 
Based on our measurements of some SCL decoding implementations on various platforms, 4:1 would be a suitable complexity/latency ratio between information bits and frozen bits for a typical eMBB control channel block length and coding rate.
For a SCL=8 decoder with a typical eMBB control channel block length and coding rate, the latency due to path selection operation is about three times higher than LLR calculation and PM updating operations in average. Because a frozen bit does not need path selection operation, the latency ratio between processing one information bit and one frozen bit is approximately (3+1):1.
For an SCL decoder, since the LLR calculation and path metric accumulation of these frozen bits before the 1st information bit and after the last info (CRC) bit (due to shortening, there may exist some bits after the last CRC bit) don’t affect the ensuing decoding results, these operations can be skipped to save latency and decoding complexity. And in the evaluation of early termination gain, these bits are not counted.
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(a) AWGN                             (b) Random QPSK+noise
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(c) Unintended-UE Codeword                    (d) Intended Codeword 
Figure 1	ET saving due to D-CRC for types of input of (a) AWGN, (b) random QPSK, (c) codeword for other UE and (d) codeword for this UE, CRC-Polynomial: 0xa2b79. All results are measured at working point.
The total saved computational complexity ratio (TSCCR) due to early termination ratio is illustrated in Figure 1, for NR control simulation assumption cases and with a mixture of rate matching schemes including puncturing and shortening. Four types of inputs to the decoder are taken into account and the TSCCR is measured at the working SNR point (corresponding to BLER of 1E-3 when the codeword is for this UE). Since for the codeword for this UE case can be decoded correctly, TSCCR is almost zero. For types of input of AWGN, random QPSK and codeword for other UE scenarios, it can be seen that, about 20% to 40% computational complexity saving can be achieved.
BLER and FAR performance of distributed-CRC Polar code should be similar to the corresponding Polar code with CRC appended to the end of information bits. Since only interleaving is introduced within CRC encoded bits before polar encoding, the code property of the CRC code, i.e., minimum code distance, is not changed. In Figure 2, it can be observed that, FAR of distributed-CRC Polar code can fulfill the requirement for the types of input of AWGN, random QPSK, codeword for other UE and codeword for this UE scenarios.
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(a) AWGN                             (b) Random QPSK+noise
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(c) Unintended-UE Codeword                    (d) Intended Codeword 
Figure 2	FAR of D-CRC Polar code for types of input of (a) AWGN, (b) random QPSK, (c) codeword for other UE and (d) codeword for this UE, CRC-Polynomial: 0xa2b79
Observation 1: D-CRC Polar code has up to 40% ET gain and results into neither BLER nor FAR degradation. 
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A number of distributed PC or CRC bits divide an information block into several sub-blocks. Due to the non-uniform reliability distribution of a polar code, the error-rates of the sub-blocks are different from each other [4] so that an overall FAR might degrade in cases of intended-UE codeword input. Such a FAR is defined as: when a CRC is passed, the information bits are incorrectly decoded. 
The FAR issue is mostly due to an inconsistency between the distributed bits (the number, bit-positions, and polynomials) and non-uniform reliability distribution (the error-rates of the sub-blocks), as analyzed in [4][5][6][9]. In an example of a “simplified parity check” polar code proposed in [7] that uniformly places 3 PC bits into one block, a FAR degradation is observed in the Figure 3 below in [4]. 
[image: ][image: ]The error-rates of the sub-blocks divided by the distributed PC or CRC bits vary with the code length and code rate. To balance them for an overall FAR target and support a fine-granularity, we have to carefully tune their number, bit-positions, and polynomial according to for the error rates measured through a Monte-Carlo simulation for each pair of code length and coding rate.  
Figure 3	FAR performance by “simple parity check” Polar codes (L=8) with an input of intended-UE codeword  
Other Distributed CRC schemes
In the email discussion [89-27], various distributed CRC schemes are proposed [14][15]. One common feature of these schemes is, some CRC bits are moved between the information bits, and the check/code property of a 19-bit CRC is changed, either by directly modifying the check matrix or by replacing the 19-bit CRC by a combination of 16-bit CRC and 3-bit CRC/parity check function. In this way, the early termination gain is obtained at the cost of degrading the FAR performance. We evaluated the proposed distributed-CRC schemes [14][15], with AWGN as input for early termination gain and with intended-UE codeword as input for FAR. The decoding list size is 8 and the evaluation is under NR control simulation assumptions. In figure 4, both TSCCR and FAR degradation can be observed.
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          (a) TSCCR of D-CRC in [14]                   (b) FAR of D-CRC in [14]
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          (a) TSCCR of D-CRC in [15]                   (b) FAR of D-CRC in [15]
Figure 4	TSCCR and FAR of D-CRC Polar code [14][15] for input of codeword for this UE
Besides the FAR evaluation, we also evaluated the hamming distance spectrum of the original 19 bit CRC (polynomial is 0xa2b79) and the newly proposed distributed CRC schemes. Assuming information bits length to be 24, the distance spectrum comparison is presented in table 1. The minimum distances of these distributed CRC schemes are reduced by at least 2 for payload size of 24. 
[image: ]
Table 1  Distance spectrum comparison of original CRC-19 and variable distributed CRC schemes
Combined with the evaluation results given in Section 1.2.2, we observe the following:
Observation 2: Any distributed PC/CRC polar code that doesn’t consider the consistency between these distributed bits and non-uniform reliability distribution would suffer from a FAR degradation.  
Implementation
A Distributed CRC polar code proposed in [2][3] interleaves a CRC-concatenated block, relocates some parity check bits into the middle of this block prior to a Polar encoder. This allows a decoder to early terminate itself in the middle stages once any parity-check is not passed. According to [4], it would save about 30% complexity and latency without degradation of FAR and BLER (block-error-rate).
However, in a real implementation, an ET gain should be evaluated in more details, because DCRC-enabled code construction would bring about some extra complexity and latency. In this section, we will analyze the implementation complexity and latency for a DCRC-enabled polar code on both encoder and decoder sides. In order to have more accurate estimation on latency and die area, we implement some key function modules in an ASIC pre-layout trial.  
Encoder 
We tried to implement a DCRC-enabled polar encoder and compare it with a typical polar encoder. The basic diagrams of two different encoders are illustrated in Figure 5. 


[bookmark: _Ref484808599]Figure 5	Diagram of DCRC-polar Encoder and Typical polar Encoder
Both encoder and decoder need to store an interleaving pattern. To avoid any online computation, an interleaving pattern for a given K<Kmax can be read from an offline-generated table [3]. To minimize the memory overhead, only one interleaving pattern of length Kmax needs to be stored [5].
To avoid extra latency, the interleaving can be done in parallel with CRC encoding. This is due to the fact that the value of K information bits remain unchanged after D-CRC encoding - only the positions change. To achieve parallelism, the K information bits are simultaneously fed to the CRC encoder and the interleaver. The interleaved information part of the D-CRC encoded bits is assigned while CRC bits are accumulated. Therefore, the additional latency is almost zero compared with CA-Polar.
Observation 3: D-CRC encoding has negligible memory and latency overhead compared with CA-Polar.
Decoder  
In addition to an interleaving pattern, a D-CRC Polar decoder stores a syndrome or generator matrix to facilitate D-CRC checking. Similar to the nested interleaving pattern, only one nested matrix P of size (Kmax×J’) needs to be stored, where J’ is the number of the distributed parity-check bits.
Moreover, certain column of this mother interleaving matrix is a simple permutation of its adjacent column. An example of a CRC polynomial [1 0 0 1 1 0 0 0 1] is shown in Figure 6,
· Syndrome of K=16 (dashed rectangular) is a nested subset of that of K=20 (solid rectangular). 
· Column #2 is a permutation of Columns #3, #4 (marked in blue) and vice versa. 
· Column #6 is a permutation of Column #7 (marked in green) and vice versa. 
[image: ]
Figure 6	Nested Property of Syndrome of CRC generator matrix
In the scenario of eMBB DL control channel, Kmax is 120 so that a table of 285 bytes is required.
Parity-Checking 
When a SCL decoder processes the i-th decoded information bit, it would check it against a state register  updated in parallel with this decoder by the th row of the mother interleaving pattern P in Figure 7:
,
where  is the decoded value of the ith information bit, and  is the th row of . 
At each parity-check bit, the check result is obtained by calculating , where  is the decoded value of the dth D-CRC bit. 
[image: ]
[bookmark: _Ref484443206]Figure 7		A Procedure to check D-CRC bit
Compared with traditional cyclic shift register-based CRC checking, only addressing and bit-wise operations are required to for checking the D-CRC bits. Based on our experiments, their latencies are 1 cycle for addressing operation and 1 cycle for updating register states operation. 
Observation-4: D-CRC checking operation brings little extra complexity and latency. 
Die Area Estimation
We implemented both CA-polar decoder and D-CRC polar decoder in our multi-bit decoding platform [8] in order to have an evaluation comparison on the die area. Their function diagrams are illustrated in Figure 8 and Figure 9 respectively.


[bookmark: _Ref484464168]Figure 8 	Diagram of Multi-bit CA-polar Decoder 


[bookmark: _Ref484464176]Figure 9	 Diagram of Multi-bit D-CRC-polar Decoder 
The differences in terms of hardware implementation are summarized:
· A CA polar decoder requires a “frozen-bit-removing module” and an “information bit collection module”.
· The number of info bits decoded from each Polar sub-block is a variable, while the number of info bits required for a multi-bits CRC calculator is a constant. To trigger a round of CRC calculation, the frozen bits must be removed from each sub-block, and a fixed number of info bits should be collected before feeding into the multi-bit CRC cyclic shift register.
· For D-CRC, the two modules are no longer needed because no action is required for a frozen bit. 
· A D-CRC polar decoder should address the original information positions and retrieve the corresponding row in the check matrix in case of an info bit. 
Based on our pre-layout measurement, the overall hardware die area to accommodate a CA-Polar and D-CRC Polar is nearly similar to each other. The difference less than 0.5% is nearly negligible.  
Observation 5: A D-CRC decoding implementation can have negligible memory, latency and area overhead compared with CA-Polar. 
Conclusion
In this contribution, we investigated performance and implementation of various early termination schemes. It is found that D-CRC based early termination has stable ET benefit without FAR degradation, while having negligible implementation overhead compared with CA-Polar.
Observation 1: D-CRC Polar code has up to 40% ET gain and results into neither BLER nor FAR degradation. 
Observation 2: Any distributed PC/CRC polar code that doesn’t consider the consistency between these distributed bits and non-uniform reliability distribution would suffer from a FAR degradation.  
Observation 3: D-CRC encoding has negligible memory and latency overhead compared with CA-Polar.
Observation-4: D-CRC checking operation brings little extra complexity and latency. 
Observation 5: A D-CRC decoding implementation can have negligible memory, latency and area overhead compared with CA-Polar. 
[bookmark: _GoBack]Proposal 1: Adopt D-CRC Polar as the code construction-based early termination method.
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