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1. Introduction
In this contribution, we discuss some considerations in polar code design in regards to control channels, including the following aspects: 
· Reliability bit ordering
· List size for evaluations/code comparisons
· Upper limit on code size
2. Discussion 
The basic encoding structure for polar encoding used in this document is shown in Figure 1. The figure denotes an information payload of length-K has a CRC attachment of C bits for error detection (e.g. C=16 bits), and the effective payload that gets feds into a polar encoder is KP = K+C bits – for CRC-aided polar code, an additional number of CRC bits may be attached prior to polar encoding (see companion document [3] for additional details). For a given rate-r, the polar encoder determines smallest integer n, such that N=2n is greater than or equal to KP/r, where M = N-(KP/r) denotes the number of shortened bits, and then finally F = N-M-KP denotes the number of frozen bits used in polar encoding. 
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Polar encoding is performed by placing the KP data bits (and any additional CRC bits for aiding list decoding), M shortened bits and the F frozen bits into N positions on the input side of polar encoder, and then following the NxN polar encoding graph to obtain an N-bit codeword on the output.  The placement of these bits on the input positions can be described using a length-N permutation as shown in [1], which is related to reliability bit-ordering as also described below (in sec 3). 
3. Reliability bit-ordering
Many previous RAN1 contributions have demonstrated that the permutations (or reliability bit ordering) used for identifying data/frozen/shortening bit positions can be SNR-independent – there is no noticeable performance loss with SNR-independent permutations/reliability bit-ordering. SNR-dependent frozen bit locations such as those based on the QUP, etc are not desirable as they lead to increased complexity, either in terms of latency (e.g. on-line generation), and increased storage complexity (e.g. pre-compute and store all permutations). Therefore, we propose that the reliability bit ordering that are used in determining the permutations are pre-determined and SNR-dependent reliability bit ordering is not supported for NR polar code design. 
Proposal 1: Polar code permutations (i.e. reliability bit ordering) are pre-determined or fixed i.e. the reliability bit ordering is SNR-independent.
4. List Size
In the Lisbon meeting, some observations were drawn for polar code in relation to implementable list sizes in decoding, especially that for code length up to N =2048, list size 4 may be considered implementable. We compare the performance of list decoding of CRC-aided polar code and parity-check polar code for different list sizes in Figures 1 and 2, respectively. Since, a minimum CRC of 16 bits is attached in either cases, we assume KP=64, with a data payload of 48 bits and the 16-bit CRC for error detection. For the CRC-aided polar, we add additional CRC bits (C0 to C4, i.e. 0 to 4 bits) to aid the list decoding as function of list size. For parity-check polar code, since the parity-check bits aid list decoder, no additional CRC bits are required to aid list decoding, i.e. C0 is assumed. Bit-reversal permutation based puncturing method is used. 
Figures 1 and 2 shows that the list decoding gains are most prominent in the range between L=4 and 8. The gains start diminishing as list sizes doubles from L=8 to L=16. Also, larger list sizes imply increased hardware complexity as well as increased latency (due to larger sorting complexity). Therefore, we propose the following. 
Proposal 2: Maximum list size of 8 is assumed for evaluations/selection in relation to polar code design. 
 [image: K=64]
Figure 1. CRC-aided Polar code performance for different list sizes for Rate-1/2 and Rate-1/3 and KP = 64 bits. Additional CRC bits attached for larger list sizes are shown in the legend (i.e.L8 C3 implies that an additional 3-bit CRC is attached for aiding polar code). Rate is computed based on KP.
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Figure 2 Parity-check Polar code performance for different list sizes for Rate-1/2 and Rate-1/3 and KP = 64 bits. No additional CRC bits attached (i.e. C0 for all list sizes). Rate is computed based on KP.
5. Maximum Code Size (N)
For polar code, the decoding latency and overall complexity depends on the information block length (K), code length (N), and the list size L. In particular on the downlink control channels, the coding scheme has to efficiently support tens of blind decoding attempts with very low-latency decoding, as well as very efficient encoding latencies, to support the tight latency requirements of NR. Since a larger value of N can imply larger memory/complexity and larger latency, we consider placing an upper limit on the value of N supported. We now compare the performance based on limiting the maximum N value for typical DL control channel payloads.
For the downlink control channels such as for downlink control information (DCI), the typical payloads may be in the range of 40-80 bits (including 16-bit UEID). We compare the rate-1/6 and rate-1/3, for KP=64 (i.e. 48-bit payload + 16-bit CRC), and KP=80 for three different mother code rate (RM), and use repetition for achieving lower coding rates. Bit-reversal permutation based puncturing method is used. We compare the performance using parity-check polar code in Figures 3 and 4, showing that the gains of using very low mother code rates (RM <1/3) is around 0.5 dB or less. Since, this coding gain comes at the cost of increased complexity and latency, we propose to limit the maximum code size (N) for downlink control channels to N=256. We further note that for certain small information block sizes (KP), it may be further desirable to limit the maximum code size to a value small than 256, e.g. for KP = 40 bits, the maximum code size supported can be N = 128.
Proposal 3: Maximum code size is limited to Nmax,DL=256 for polar coding on the downlink control channel. 
For uplink control channels, similar to downlink control channels, an upper limit on the maximum code size (N) can be beneficial. Since the control channel payloads can be larger (aperiodic CSI, etc) in the order of a 100-300 bits, we are also considering supporting an upper limit on the maximum code size (N) to around 1024 bits or so. 
Table 1. Illustration of the mother code rate for different block sizes (KP) and code size (N)
	KP
	N=128
	N=256
	N=512

	64
	RM = 2/3
	RM = 1/3
	RM  = 1/6

	80
	RM = 2/3
	RM = 1/3
	RM  = 1/6
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Figure 3. Parity-check Polar code performance for KP = 64 bits, list L=8, for two rates (1/6 and 1/3) for codes with different values of maximum code size (N). No additional CRC bits attached Rate is computed based on KP. RM denotes the mother code rate.
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Figure 4. Parity-check Polar code performance for KP = 80 bits, list L=8, for two rates (1/6 and 1/3) for codes with different values of maximum code size (N). No additional CRC bits attached. Rate is computed based on KP. RM denotes the mother code rate.
6. Conclusion
We propose the following for progressing the polar code design for control channels.
Proposal 1: Polar code permutations (i.e. reliability bit ordering) are pre-determined or fixed i.e. the reliability bit ordering is SNR-independent.
Proposal 2: Maximum list size of 8 is assumed for evaluations/selection in relation to polar code design. 
Proposal 3: Maximum code size is limited to Nmax,DL=256 for polar coding on the downlink control channel. 
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