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Introduction
[bookmark: _GoBack]In RAN#71, a new study item, “Study on New Radio Access Technology,” has been approved. The initial work of the study item is expected to focus on fundamental physical layer signal structure for new RAT, of which channel coding scheme is listed as an area to investigate. In RAN1#84bis meeting, simulation assumptions were agreed for the eMBB, URLLC, and mMTC scenarios.  In RAN#86bis and RAN1#87 meetings, the agreement was reached to use LDPC codes for eMBB for both UL and DL data channels. For UL control channel, an agreement was reached to adopt Polar codes (except for very small block lengths where repetition/block coding may be preferred). For DL control channel, working assumption is to adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred).
One challenge faced by Polar code is the decoding latency, due to the serial nature of the Polar decoder. To overcome this problem, Segmented PC-Polar code with parallel segmentation was proposed in [1]. In this contribution we review some properties and implementation concerns of parallel segmentation.

Parallel Segmentation of Polar Codes

Parallel segmentation of Polar codes was proposed in [1] in order to reduce decoding latency of Polar codes.
Parallel segmentation for the case N=8 is illustrated in Figure 1. Input vector u contains the information bits and frozen bits. Self-parity check function is used to form parity-check bits of the PC-Polar code. These bits are added as PC-frozen bits to form vector x. Without segmentation, the obtained vector x would be directly encoded via an N-dimensional Kronecker matrix to obtain y. In order to obtain a segmented code, vector x is first permuted, divided, combined, and sent to two separate Polar codes. The vector c is obtained as shown in Figure 1. Bits   and  form an input into two identical segments. Two separate decoders will run in parallel to obtain   and  from which information bits in u will be decoded. 
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Figure 1. Segmented Polar Code for the case of blocklength N=8.
Implementation Issues with Segmentation
	
In this section, we present some practical concerns with segmentation. In general, the degree of parallelism achievable by segmentation is limited in comparison to parallelism available to other coding techniques, for example, the LDPC codes that are being investigated for data channel. For example, with the structure shown Figure 1, only parallelism of degree 2 can be achieved.  Besides that, there are additional issues in adopting the segmentation feature.
1. Performance.  As the code length  is divided into segments of smaller length, the decisions on each information bit within each segment cannot fully benefit from all  code bits across different segments. For example, the soft values generated for the bits  cannot benefit from the channel soft outputs  in Figure 1.  Similarly, the soft information for bits  cannot benefit from .  As a result, the block error performance is limited by the code length of individual segment and is inferior to the performance achievable by joint decoding of the entire block of  code bits. While this effect can be ignored when the code sizes are very large, the performance degradation has to be accounted for when the code sizes is small, as is typically the case for control channels.
2. Cross-parity checks. While the obtained sub-decoders are identical, the construction of the segmented Polar code is such that it includes cross-parity checks that need to be evaluated using bits from different segments. To evaluate cross-parity checks, different sub-decoders need to communicate during decoding process. For paths that satisfy the cross-checks, path metrics need to be exchanged and combined between decoders.  Only after that, each sub-decoder can then sort its path and prune unnecessary paths. This requirement to have sub-decoder communicate during decoding process will increase the complexity of the implementation.  
3. Segments need to be fully synchronized. Any two sub-decoders need to be carefully kept in lock step of information bit and frozen bit updates. Otherwise, if they are not in lock step, additional control logic needs to be added to allow the two sub-decoders to perform different operations in parallel. This means that the location of the information bits and frozen bits have to be exactly the same between all segments.   The number of information bits would also have to be divisible by the number of segments.
4. Encoding procedure. In comparison to non-segmented PC-Polar code, encoding procedure requires an additional step. This additional step is required in order to permute the bits that will be polarized and will eventually generate a new parity-check matrix.

5. Decoding procedure. Decoding procedure requires additional one-step polarization procedure to recover information bits from decoded bits c. 

Observation 1 Segmentation of Polar codes increases implementation complexity. 
Observation 2 Segmentation poses design constraint on the Polar codes. 

1. Segmentation feature is not adopted for NR Polar codes.

Conclusion

In this contribution, we discussed implementation issues with segmentation of Polar codes.  Based on the discussion, we have the following observation:

Observation 1 Segmentation of Polar codes increases implementation complexity. 
Observation 2 Segmentation poses design constraint on the Polar codes. 

1. Segmentation feature is not adopted for NR Polar codes.
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