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1.0 Introduction

This contribution contains FDD-mode LTE performance numbers in coherence with the assumptions listed in [1]. The objective is to demonstrate the performance of LTE, subject to the latest work item decisions for a variety of cases. Hence, the reported results can be regarded as a follow-up on the similar results that were reported during study item phase for LTE performance evaluation, i.e. see [4]. The contribution is organized as follows; Section 2.0 contains the system analysis results with peak data rates (the latency figures are submitted in RAN2). Section 3.0 includes a variety of uni-cast performance results for a full buffer best effort model for different configurations. Section 4.0 contains VoIP performance results, while MBMSFN results are reported in Section 5.0. Finally, concluding remarks are given in Section 6.0. The appendix includes more detailed plots.
Note that the current contribution is an updated version of R1-071960 [9], where we have added additional results for uplink full buffer macro case #1 in Section 3.2 and one additional result for VoIP Case 3 in section 4 Table 6.
2.0 System Analysis
The peak data rates are calculated for a 20 MHz system bandwidth. The following is assumed for the single-user downlink peak data rate calculation:

· 2x2 Dual (code word) stream MIMO.

· 64QAM modulation.

· Effective code rate of 0.98 (0.98 is the max code rate supported for HSDPA Rel’5).

· One OFDM symbol per TTI for DL L1/L2 control overhead (13 symbols for data).

· RS overhead according to 36.211 (two transmit antennas – approx 9% overhead).

· 24 bit CRC per Transport Block (TB)
This results in a peak bit rate of 169.3 Mbps for DL.
Similarly, the uplink single-user peak data rate is computed under the following assumptions:

· Single stream transmission.

· 16QAM modulation.

· Effective code rate of 0.9 (is still open in 3GPP).

· Pilot overhead from two long blocks is taken into account.

· Overhead from PUCCH is not included, as it is not necessarily send every TTI.

· 24 bit CRC per TB.

This results in a peak bit rate of 51.8 Mbps for UL.
It should be noted that the uplink peak data rate is increased further if 64QAM is assumed. The final selection of the maximum effective code rate for a self decodable block is still open in 3GPP, so this choice will impact the results.

The PDCP/RLC/MAC overhead is not included in the calculations. The precise overhead depends on the RAN2 decisions on the PDU structure. For the given peak bit rates, the corresponding transport block sizes are 21162 (or 2*10581)  bytes for DL and 6475 bytes in UL. This means that several IP packets are concatenated to each transport block even when assuming 1500 byte IP packet size. Thus, there is some protocol overhead associated with each transport block and some associated with each concatenated IP packet. However, if the typical amount of protocol overhead associated to each transport block is e.g. 3 bytes and typical amount of protocol overhead associated to each concatenated IP packet is e.g. 4 bytes, then the total protocol overhead still remains below 0.5%. Thus both overheads can be ignored in scenarios when peak data rates with large IP packets are considered.
3.0 Full Buffer Simulations
LTE performance results are presented in the following two subsections for cases with full buffer traffic model, where there always is data available for the users. The default configuration is 10 users per cell. Results are presented for a 10 MHz system bandwidth for Macro cell case #1 and case #3, i.e. cases with inter-site distances of 500 meters and 1732 meters, respectively, assuming a 20 dB outdoor-to-indoor penetration loss for all users [4]. For additional background information, the downlink geometry factor distribution is reported in Figure 1 (see Appendix A) for the two considered environments. Reference results for HSPA Rel’6 are also reported. For a short summary of the most important LTE simulation assumptions, see Table 8 and Table 9 in Appendix A.
3.1 Downlink Performance
All the simulations are conducted with a frequency re-use of one, assuming equal Tx power per sub-carrier. The overhead from the DL L1/L2 control channel is included (3 OFDM symbols per TTI) as well as the overhead from reference (pilot) symbols according to [5]. Hence, the RS overhead of 4.5% and 9% for single and dual antenna transmission, respectively, is included in the reported results. The effect of UE channel estimation is included in the link-to-system level interface, as the EESM parameters were obtained from extensive link level simulations with real channel estimation, assuming a two-dimensional Wiener filtering approach. A total of 26 MCSs are supported in the simulator with an approximate resolution of 1 dB. The maximal achievable C/I is limited to 22 dB according to [1].
Reference results (for calibration purposes) are reported for simple time-domain round robin (RR) scheduler (one user scheduled TTI) assuming one Tx antenna and terminals with 2-RX IRC (1x2). Results are also reported for the latter antenna configuration, where a dynamic radio channel aware time-frequency domain packet scheduler is used. The scheduler exploits the CQI feedback from the different users, which are subject to the reporting delays and terminal measurement/estimation imperfections (1 dB standard deviation per group of 24 sub-carriers) as agreed in [1]. An eNode-B link adaptation (LA) algorithm for selection of modulation scheme and coding rate is used. The LA algorithm is primarily based on the CQI feedback from the users, but also uses Ack/Nack feedback from past transmissions to maintain an average BLER for first transmissions of approximately 20%.

The 2x2 SU-MIMO with rank adaptation results are presented for two main schemes  
1. Per-Antenna Rate Control (PARC) as dual-codeword operating mode and with either open loop (Space-Time Transmit Diversity - STTD) or closed loop (Transmit Adaptive Array Mode 1 (TxAA1) or 3GPP Rank 1 “141” precoding) diversity as single codeword fall-back mode. For the TxAA1 fall-back mode the feedback information is simulated with the same frequency granularity as the CQI reports, 2xPRBs; for the “141” fall-back mode one precoding vector is selected for the entire system bandwidth.

2. Precoded MIMO using the codebook based 3GPP TS36.211 Rank=2 and Rank=1 precoding scheme (without CDD). One precoding matrix/vector is selected for the entire system bandwidth.

The dual-codeword schemes (PARC and Precoded MIMO) are applied having LMMSE receivers for the two independent streams. The feedback of CQI per codeword allows selection of independent modulation and channel coding for the Transport Block of the two possible streams (2 code-word transmission). The CQI measures are derived based on the optimal precoding and/or antenna weights. For all closed loop MIMO feedback information (precoding matrix index, TxAA1 antenna weights or the “141” precoding vector index) the same reporting period and delay is simulated as for the CQI reports. The link adaptation dynamically selects the MIMO mode to be used, i.e. between the single-codeword fall-back mode and the dual-codeword transmission mode, for the scheduled user based on the achievable total instantaneous user throughput. The selection of the MIMO mode is performed only when a new transmission is possible in dual-codeword mode. When at least one stream is in re-transmission the MIMO mode is not changed and the corresponding 1st transmission MIMO mode is used until new transmission can be scheduled on both streams. The two streams are using independent asynchronous HARQ processes (non-blanking HARQ) with 6 SAW channels each and ideal Chase Combining.  

As an advanced SU-MIMO technique results for 4x4 PARC with STTD-OTD as a fallback mode are presented. For the simulated scheme link adaptation dynamically selects the used transmission rank (1..4) for the scheduled user based on the achievable total instantaneous user throughput. Rank adaptation step is performed only when a new transmission is possible in dual codeword mode. For 4x4 SU-MIMO simulations synchronous HARQ processes (with blanking) between the streams was assumed.
The single-codeword time-frequency proportional fair packet scheduling algorithm (FD-PS) is generalized for dual-codeword schemes by using for the calculation of the PF metric the maximum between the instantaneously (per TTI) achievable rates in single-codeword and dual-codeword transmission modes.

Furthermore, results with an alternative packet scheduler (different from traditional RR and PF) are also reported under specific techniques for 2-RX IRC (1x2). The used packet scheduler is a simple time-frequency dynamic scheduler which aims at serving all the users with a given minimum data rate while otherwise scheduling users according to PF. Hence, depending on the parameterization, the cell edge users’ performance is simply improved by scheduling those users more frequently and/or using a larger bandwidth, i.e. on more PRBs. The latter effectively corresponds to using more transmission resources (power and bandwidth) for those users. The results with the alternative scheduler are also obtained with 10 users/cell.
The Rel’6 HSDPA results in Table 1 are obtained with one transmit antenna and Type 1 UEs with 2-Rx MRC Rake, assuming proportional scheduling. 

Table 1 Downlink full queue system evaluation for Macro Case #1. 
	Metric
	2a) Avg cell throughput and spectrum efficiency (x Rel 6)
	2b) Avg user throughput and spectrum efficiency  (x Rel 6)
	2c) Cell-edge user ** throughput and spectrum efficiency  (x Rel 6)

	Rel 6 (5MHz)
	2.76 Mbps
	0.55 bps/Hz/cell (1.0)
	0.276 Mbps
	0.055 bps/Hz/cell (1.0)
	0.103 Mbps

	0.21 bps/Hz/cell 
(1.0)

	E-UTRA baseline 
1x2 RR
	10.7 Mbps


	1.07 bps/Hz/cell (1.94)
	1.07 Mbps
	0.107 bps/Hz/cell (1.94)
	0.34 Mbps


	0.34 bps/Hz/cell (1.6)

	E-UTRA baseline 
1x2 PF
	15.5 Mbps


	1.55 bps/Hz/cell (2.84)
	1.55 Mbps


	0.155 bps/Hz/cell (2.84)
	0.55 Mbps


	0.55 bps/Hz/cell (2.6)

	E-UTRA baseline 
2x2 PARC/STTD, PF
	15.5 Mbps


	1.55 bps/Hz/cell (2.84)
	1.55 Mbps


	0.155 bps/Hz/cell (2.84)
	0.41 Mbps


	0.41 bps/Hz/cell (2.0)

	E-UTRA baseline
2x2 PARC/141, PF
	16.3 Mbps
	1.63 bps/Hz/cell (2.9)
	1.63 Mbps
	0.16 bps/Hz/cell (2.9)
	0.56 Mbps
	0.56 bps/Hz/cell (2.7)

	E-UTRA baseline
2x2 PARC/TxAA1, PF
	16.2 Mbps


	1.62 bps/Hz (2.95)
	1.62 Mbps


	0.162 bps/Hz (2.95)
	0.52 Mbps


	0.52 bps/Hz (2.47)

	E-UTRA baseline 2x2 Precoded MIMO,                  PF
	17.4Mbps
	1.74 bps/Hz/cell          (3.2)
	1.74 Mbps
	0.17 bps/Hz/cell        (3.2)
	0.58 Mbps
	0.58 bps/Hz/cell (2.8)

	E-UTRA specific technique
4x4 SU-MIMO PF
	25.0 Mbps 


	2.50 bps/Hz (4.55) 
	2.50 Mbps
	0.250 bps/Hz (4.55)
	0.66 Mbps
	0.66 bps/Hz/cell (3.1)

	E-UTRA specific technique
1x2 IRC with Alternative Scheduler
	12.3 Mbps


	1.23 bps/Hz/cell (2.24)
	1.23 Mbps


	0.123 bps/Hz/cell (2.24)
	0.795 Mbps


	0.80 bps/Hz/cell (3.8)


*)   The results in column 2b equals the results in column 2a divided by the number of users per cell (default is 10)
**) The spectral efficiency results in column 2c is the 5% fractile (95% coverage) of the per user throughput distribution multiplied by the number of users per cell (default is 10) and divided by the system bandwidth. 

Comments on 2x2 PARC results:

It is observed from the reported Macro cell results with PF scheduling that 2x2 PARC/STTD provides little benefit compared to 1x2 IRC. The latter can be explained as follows; In Macro cell case #1, PARC dual stream transmission is only used in approximately 30% of the cases, which means that STTD transmission is used with 70% probability. However, as known from numerous HSDPA studies (see [6] among others) the combination of STTD and opportunistic scheduling like PF does not provide gains at low UE speeds. In addition, with two Tx antennas the relative RS overhead increases from approx 4.5% to 9% compared to single antenna transmission. However, in the Micro cell environment (with 50% of the users indoor and outdoor) as defined in [1], the gain from 2x2 PARC/STTD over 1x2 becomes more significant (approximately 29% gain, with an average cell throughput of 32 Mbps/cell), since dual-codeword transmission is used more often in such a scenario. As observed from Table 1, with 2x2 PARC using closed loop fall-back mode (PARC/141 or PARC/TxAA1) the average spectral efficiency is further improved, and the relative improvement of cell-edge user performance (95% coverage) is boosted. For further information, the normalized cumulative user throughput distributions for these PARC schemes are reported in Figure 3 (in Appendix A).
Comments on 2x2 Precoded MIMO results:
It is observed that using precoded dual-codeword transmission mode (Rank=2) in combination with the precoded fall-back mode (Rank=1) yields an average cell throughput gain over the PARC/141 scheme in Macro cell case #1 and case #3 scenarios, respectively. This can be explained with slightly higher average SINR for precoded dual-codeword (Rank=2) transmission mode compared to the PARC transmission. 
Comments on specific technique results with 4x4: 
Based on the results 4x4 PARC/STTD-OTD provides approximately 50% gains in cell throughput over 2x2 PARC/141, even though the relative RS overhead is increased from 9% to 12% when number of tx-antennas is increased from two (2) to four (4). These gains are mainly explained by having two additional 2-rx antennas compared to 2x2 PARC/141, due to which 4x4 PARC/STTD-OTD is able to use higher transmission rank than two (2) approximately 65% of the time. Due to the same reason the probability to utilize rank one (1) transmission is very negligible (less than 5 %). Moreover, by having an additional 3 dB array gain by increasing the number of rx-antennas from two (2) to four (4), cell-edge user performance is significantly improved compared to 2x2 PARC/141 especially in the noise limited scenario (Case3).
Comments on specific technique results with alternative scheduler:

The presented results for 1x2 IRC with the alternative scheduler serves as an example to demonstrate how the packet scheduler can be configured to improve the cell-edge performance at the expense of slightly lower average cell throughput. When comparing the results with 1x2 IRC PF and 1x2 IRC alternative-scheduler, we observe that the cell-edge performance is improved by 45% at the expense of 18% lower average cell throughput. This shows that the scheduler can control the trade-off between cell-edge and average cell throughput performance. For further information, the normalized cumulative user throughput distribution is reported in Figure 2 for all the 1x2 IRC configurations (see Appendix A). 
Similar results as in Table 1 are reported in Table 2 for the Macro cell case #3 environment.
Table 2 Downlink full queue system evaluation for Macro Case #3.

	Metric
	2a) Avg cell throughput and spectrum efficiency (x Rel 6)
	2b) Avg user throughput and spectrum efficiency  (x Rel 6)
	2c) Cell-edge user ** throughput and spectrum efficiency  (x Rel 6)

	Rel 6 (5MHz)
	2.63 Mbps

	0.53 bps/Hz/cell (1.0)
	0.26 Mbps

	0.05 bps/Hz/cell (1.0)
	0.077 Mbps
	0.15 bps/Hz (1.0)

	E-UTRA baseline 
1x2 RR
	10.0 Mbps


	1.0 bps/Hz/cell (1.9)
	1.00 Mbps


	0.10 bps/Hz/cell (1.9)
	0.29 Mbps


	0.29 bps/Hz/cell (1.9)

	E-UTRA baseline 
1x2 PF
	14.4 Mbps


	1.44 bps/Hz/cell (2.7)
	1.44 Mbps


	0.14 bps/Hz/cell (2.7)
	0.45 Mbps


	0.45 bps/Hz/cell (3.0)

	E-UTRA baseline 
2x2 PARC/STTD, PF
	14.3 Mbps
	1.43 bps/Hz/cell (2.7)
	1.43 Mbps
	0.14 bps/Hz/cell (2.7)
	0.33 Mbps


	0.33 bps/Hz/cell (2.2)

	E-UTRA baseline
2x2 PARC/141, 
PF
	14.8 Mbps


	1.48bps/Hz/cell (2.8)
	1.48 Mbps


	0.15 bps/Hz/cell (2.9)
	0.44 Mbps


	0.44 bps/Hz/cell (2.9)

	E-UTRA baseline
2x2 PARC/TxAA1, PF
	15.1 Mbps


	1.51 bps/Hz/cell (2.86)
	1.51 Mbps


	0.15 bps/Hz/cell (2.86)
	0.338 Mbps


	0.338 bps/Hz/cell (2.6)

	E-UTRA baseline 2x2 Precoded MIMO,                 PF
	15.9 Mbps
	1.59 bps/Hz/cell   (3.0)
	1.59 Mbps
	0.16 bps/Hz/cell  (3.0)
	0.45 Mbps
	0.45 bps/Hz/cell  (3.0)

	E-UTRA specific technique
4x4 SU-MIMO PF
	23.4 Mbps
	2.34 bps/Hz/cell (4.4)
	2.34 Mbps
	0.23 bps/Hz/cell (4.4)
	0.55 Mbps
	0.55 bps/Hz/cell (3.7)

	E-UTRA specific technique
1x2 IRC with Alternative Scheduler
	11.4 Mbps
	1.14 bps/Hz/cell (2.15)
	1.14 Mbps
	0.11 bps/Hz/cell (2.15)
	0.65 Mbps


	0.65 bps/Hz/cell (4.3)


*)   The results in column 2b equals the results in column 2a divided by the number of users per cell (default is 10)
**)  The spectral efficiency results in column 2c is the 5% fractile (95% coverage) of the per user throughput distribution multiplied by the number of users per cell (default is 10) and divided by the system bandwidth. 

3.2 Uplink Performance
The uplink performance is summarized in Table 3 and Table 4. For the agreed baseline simulation scenarios from [1] with a full buffer traffic model and the parameters described in Table 9 it can be seen that the average spectral efficiency of the LTE reverse link is in the order of 0.6 bps/Hz/cell for round robin and 0.8 bps/Hz/cell for proportional fair scheduling. 
In our simulation the link-to-system mapping was done using the AVI interface and the curves were simulated assuming a practical frequency domain equalizer (FDE) receiver with realistic channel estimation algorithms [3]. Furthermore as described in [1] we reserve 8 out of 50 RBs for out of band control channel overhead. Power control is a closed loop scheme with a control delay of 4 ms.

Channel-blind and channel-dependent scheduling was used. For the proportional fair scheduling (resource block allocation) and the MCS selection we assumed that channel knowledge is available at the Node B scheduler, subject to delay and with an error of 1 dB standard deviation (lognormal distribution). In both cases a constant number of 6 RBs were allocated per scheduled user. Channel aware bandwidth adaptation is not applied. 7 users are scheduled per TTI and 10 active users are considered per cell. 
Table 3 Uplink full queue system evaluation results (Case 1).

	Metric
	2a) Avg cell throughput and spectrum efficiency (x Rel 6)
	2b) Avg user throughput and spectrum efficiency (x Rel 6)
	2c) Cell-edge user ** throughput and spectrum efficiency (x Rel 6)

	Rel 6 HSUPA (5 MHz)
	1.65 Mbps

	0.33 bps/Hz 
(1.0)
	165 kbps

	0.033 bps/Hz
	-

	E-UTRA baseline 
Rx Div (1x2, RR & Grouping)
	7.0 Mbps

	0.70 bps/Hz 
(2.1)
	701 kbps

	0.070 bps/Hz 
(2.1)
	46.8 kbps

	0.047 bps/Hz


	E-UTRA baseline 
Rx Div (1x2, PF)
(High IoT)
	8.7 Mbps

	0.87 bps/Hx (2.6)
	866 kbps
	0.087 bps/Hz
(2.6)
	55.5 kbps
	0.056 bps/Hz

	E-UTRA baseline 
Rx Div (1x2, PF)
(Low IoT)
	7.3 Mbps

	0.73 bps/Hx (2.2)
	730 kbps
	0.073 bps/Hz
(2.2)
	141 kbps
	0.141 bps/Hz


*)   The results in column 2b equals the results in column 2a divided by the number of users per cell (default is 10)
**)  The spectral efficiency results in column 2c is the 5% fractile (95% coverage) of the per user throughput  distribution multiplied by the number of users per cell (default is 10) and divided by the system bandwidth. 

Note from Table 3 that results are reported for PF with two different IoT operation points, i. e. see the corresponding IoT distribution in Figure 7 (in Appendix A). The high IoT operating point corresponds to a case where PC is operated so up to approximately 30% of the users are transmitting with full power. However, we can also chose to operate PC and packet scheduling so less users are operating at their maximum transmit (low IoT). The results with low IoT shows that here the cell-edge user throughput is increased (to 141 kbps) compared to the results with high IoT while the average cell throughput of 7.3 Mbps/cell still mets the LTE target as it is a factor 2.2 higher than the Rel’6 reference. Hence, the reported results in Table 3 with PF and high/low IoT shows how the trade-off between average cell throughput and cell-edge performance depends on the chosen operation point for PC and packet scheduling for macro cell case #1 (interference limited scenario). For macro cell case #3, the uplink cell-edge performance is primarily limited by the link budget as this corresponds to a coverage limited scenario.
Table 4 Uplink full queue system evaluation results (Case 3).

	Metric
	2a) Avg cell throughput and spectrum efficiency (x Rel 6)
	2b) Avg user throughput and spectrum efficiency (x Rel 6)
	2c) Cell-edge user ** throughput and spectrum efficiency (x Rel 6)

	Rel 6 HSUPA (5 MHz)
	1.3 to 1.6 Mbps

	0.26 to 0.32 bps/Hz (1.0)
	132 to 164 kbps

	0.026 to 0.032 bps/Hz 
(1.0)
	-
	-

	E-UTRA baseline 
Rx Div (1x2, RR & Grouping) 
	5.8 Mbps

	0.58
bps/Hz 
(1.8 to 2.2)
	508 kbps

	0.058 bps/Hz 
(1.8 to 2.2)
	29.2 kbps

	0.029 bps/Hz

	E-UTRA baseline 
Rx Div (1x2, PF)  
	7.2 Mbps

	0.72 bps/Hz 
(2.3 to 2.8)
	721 kbps

	0.072 bps/Hz
(2.3 to 2.8)
	31.7 kbps
	0.032 bps/Hz


*)   The results in column 2b equals the results in column 2a divided by the number of users per cell (default is 10)
**)  The spectral efficiency results in column 2c is the 5% fractile (95% coverage) of the per user throughput distribution multiplied by the number of users per cell (default is 10) and divided by the system bandwidth. 

4.0 VoIP Evaluation
The VoIP performance was evaluated in Case 1 and 3 [4]. The UL and DL were simulated separately. The simulation assumptions, traffic models, delay bounds and quality criteria are mainly according to [1], from which most important part are summarized in Annex A. Some simplifications have been assumed and in some cases more details are added, those are explained below. For DL, asynchronous HARQ with 6 SAW processes and ideal Chase combining is used and for UL, synchronous HARQ with 6 processes. The reference signal and control channel overhead is approximated to be ~28% of TTI for both DL and UL, this value is used in simulations. The CQI delay was modeled, however, the CQI error was not modeled: the effect of the CQI error could decrease the VoIP performance up to 3-4%. The ideal channel estimation was assumed in DL the impact of realistic channel estimation was estimated to decrease VoIP performance up to 3-4%. For UL the channel estimation was considered in used link results. The CQI error and channel estimation together could decrease the VoIP capacity up to 7% in DL. For UL the path loss based power control was utilized.
The VoIP capacity is partly control channel limited, since control channel design is not yet agreed in RAN 1, the restrictions are only approximations. The results here are presented for DL and UL with different control channel limitations, however the number of possible control channels depends on design and user SINR conditions, thus it might change when control channel design is more mature. These PDCCH limitations significantly effect to the results, especially if no additional techniques are utilized. For DL, RAN 2 has agreed that semi-persistent scheduler is needed to overcome the problem, the other additional technique for DL to improve the capacity and to diminish the effect of PDCCH limitation is to utilize packet bundling. For UL there is no agreement in RAN 2 about VoIP specific scheduler. 

For UL for Case 3, packet segmentation was utilized and additional retransmission allowed to be able to serve users in the extreme circumstances in the cell border.
The basic results are presented in Table 5. In this table for dynamic packet scheduler, PF for DL and RR for UL were used. The DL was control channel limited, since the exact number of control channels per TTI is not yet clear, different possibilities were simulated. In Table 5 only max 6 allocation (PDCCH) per TTI were allowed for dynamic PS, for UL basic results are presented with max 10 signaling entities allowed (10 PDCCH). The unbalance of PDCCH in DL and UL is due to the agreement on DL semi-persistent scheduling; using semi-persistent scheduling in DL would enable to utilize more PDCCH for UL VoIP traffic. The DL capacity is not assumed to change significantly from Case 1 to Case 3. In Table 5 it is shown that 4 PDCCHs in DL with semi-persistent scheduling gives better capacity than 8 PDCCHs with dynamic PF scheduler. The impact of reducing the control channels from 6 to 4 in case UL semi-persistent scheduling  is not simulated.
The results presented in Table 6 use VoIP specific techniques to improve the VoIP capacity. The semi-persistent scheduling for UL and DL used in simulator is described in [7] and [8], respectively.  Only limited packet bundling was allowed, namely two packets together. In Table 6 the effect of the max PDCCH limitations are further illustrated both in DL and UL. 

The difference in the performance between Case 1 and Case 3 in DL is negligible, with packet bundling and 8 PDCCH the difference increase up to 7%. However the difference in performance between Case 1 and Case 3 in UL is significant, the Case 3 represent extreme condition with 20 dB penetration loss added to big ISD. In this case the UL is partly coverage limited and capacity will drop compared to Case 1. The UL VoIP capacity of Case 3 is only approximately a bit over 50% of Case 1 capacity. 
For UL Case 1 and 3 the default scheduling a same constant number of PRBs for all UEs is used. With the adaptive transmission bandwidth (ATB) the scheduling flexibility is improved and users in one simulation can use two different number of PRB depending on their SINR condition. 
The results in tables 5 and 6 shows that the VoIP capacity is UL limited, in Case 1 over 200 Erlangs per sector can be achieved, however in Case 3 the cell edge users in UL are power limited, thus the capacity is lower.  
Table 5 VoIP Results, dynamic packet scheduler. 

Restricted control channels 6 signaling entities for DL and 10 for UL

	Metric
	VoIP Capacity

Case 1
	VoIP Capacity

Case 3

	E-UTRA DL
(6 PDCCH)
	203
	203

	E-UTRA DL

Semi-persistent
(4 PDCCH)
	356
	320

	E-UTRA UL
(10 PDCCH)
	234
	126


Table 6 VoIP Results; Different scheduling options, different restrictions in control channel, packet bundling, adaptive transmission bandwidth in UL. 

	Metric
	VoIP Capacity

Case 1
	VoIP Capacity

Case 3

	DL (Packet bundling, 6 PDCCH)
	377
	365

	DL (8 PDCCH)
	278
	277

	DL(8 PDCCH, Packet bundling)
	480
	450

	UL (ATB with 8 PDCCH)
	196
	-

	UL (Semi-persistent with  6 PDCCH)
	218
	120


5.0 MBMSFN Transmission Evaluation
The values in Table 7 below have been obtained by static system simulations. 95% coverage probability has been applied.

Simulation assumptions are according to TR 25.814. For cell layout a hexagonal grid with 19 cell sites, 3 sectors per site has been used. Channel bandwidth 10 MHz, antenna height 15m. Reference signal overhead has been taken into account. A 1x2 MRC receiver has been used. The channel model was GSM typical urban, terminal speed 3 km/h. Penetration loss 20 dB. FFT sizes 600 / 1024 (or 1200 / 2048). Both 15 kHz and 7.5 kHz sub-carrier spacing were used, but with same antenna height and transmission power there was not much difference in the results.

Table 7 MBSFN results.

	MetricCenter frequency
	4a) System throughput and spectrum efficiency
	4b) Max ISD (1 bps / Hz)

	2 GHz MBSFN
	ISD: 500m: > 2.5 bps/Hz 

ISD: 1732m: 0.8 bps/Hz
	1500 m

	900 MHz
	ISD: 1000m: >2.5 bps/Hz

ISD: 1732m: 1.9 bps/Hz

ISD: 3000m: 0.6 bps/Hz
	2400 m


6.0 Concluding Remarks
In this contribution we have reported an updated set of LTE (FDD mode) performance results in coherence with the latest decisions in 3GPP. The results include the effect of various measurement/estimation errors (e.g. CQI errors and realistic channel estimation) and realistic overheads from DL L1/L2 control signaling, overhead from RS, Ack/Nack’s, CQI, etc. It is found that LTE meets the original performance targets set during the SI phase for downlink and uplink – both in terms of peak data rate requirements, average spectral efficiency, and cell-edge user throughputs. It is also found that LTE offers high VoIP system capacity. MBMSFN results also show good spectral efficiency and coverage.
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Appendix A: Additional Results
Table 8 Summary of the most important common assumptions for the DL simulations.
	Description
	Setting

	System bandwidth
	10 MHz (full buffer) 5 MHz (VoIP)

	Link-2-system level modeling
	EESM
Including effect of channel est (2-dimensional Wiener)

	Max C/I limit at receiver
	22 dB

	Modulation & coding schemes
	QPSK r = 1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾ 

16QAM r = 2/5, 9/20, ½, 11/20, 3/5, 2/3, ¾, 4/5, 5/6 

64QAM r = 3/5, 5/8, 2/3, 17/24, ¾, 4/5, 5/6, 7/8, 9/10 

	CQI settings
	Zero mean i.i.d. Gaussian error with 1 dB std per 24 sub-carriers
5 ms reporting interval
2 ms reporting delay

	DL L1/L2 control channel overhead
	3 OFDM symbols per TTI

	RS (pilot) overhead
	According to 36.211, i.e. approximately;
4.5% for 1-Tx antenna
9.0 % for 2-Tx antennas, etc.

	eNode-B Tx power
	46 dBm (10 MHz) and 43 dBm (5MHz)

	HARQ
	6 SAW channels
Asynchronous adaptive

	Frequency re-use
	Re-use one (equal power per PRB)


Table 9 Summary of the most important common assumptions for the UL simulations.
	Description
	Setting

	System bandwidth
	10 MHz (full buffer) 5 MHz (VoIP)

	Number of cells
	19 sites with 3 cells (sectors) each.

	Number of active UEs per cell
	10 Users - uniformly distributed (for full buffer sims)

	Packet scheduling
	Dynamic time-frequency scheduler

	Adaptive Transmission Bandwidth
	Transmission bandwidth is fixed and equal for all users

	Tx-Rx scheme
	1x2 with ideal Maximal Ratio Combining (MRC) at the e Node-B

	Link to system model
	AVI (realistic channel estimation included)

	Max C/I limit at receiver
	17 dB

	Control channel overhead
	8 PRBs (corresponding to constant 16% overhead)

	MCS set
	BPSK 1/5,1/3, ¼, 1/3, 
QPSK ½, 2/3, 3/4
16QAM ½, 2/3, ¾, 5/6

	HARQ
	Synchronous non-adaptive HARQ with chase combining. Maximum 4 transmissions.

	Channel sounding measurement error model
	Zero mean i.i.d. Gaussian measurement error with 1 dB standard deviation in the decibel SINR domain for each group of 1xPRB

	Power control 
	24 dBm max UE Tx power
10 Hz update rate
4 ms delay
2 dB granularity
40 dB dynamic range 
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Figure 1 Downlink geometry distribution (Metric 2e). 
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Figure 2 Downlink normalized cumulative distribution user throughput results for 1x2 IRC antenna configuration. Additional legend explanations; FD-GBR=Guaranteed bit rate scheduler as alternative-scheduler. Normalized so the 50% level equals unity.
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Figure 3 Downlink normalized cumulative distribution user throughput results for 2x2 MIMO antenna configuration using PARC. Results are reported for different single-codeword fall-back modes. Normalized so the 50% level equals unity.
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Figure 4 Uplink normalized user throughput CDF with RR (Case 1 blue, Case 3 green. Normalized so the 50% level equals unity.
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Figure 5 Uplink normalized user throughput CDF with PF (Case 1 blue, Case 3 green)
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Figure 6 Uplink Interference over Thermal (IoT) distribution with RR (Case 1 blue, Case 3 green). Normalized so the 50% level equals unity. 
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Figure 7 Uplink Interference over Thermal (IoT) distribution with PF (Case 1 (high IoT) blue, Case 1 (low IoT) red, Case 3 green). 
