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1 Introduction
Our NB-PSS and NB-SSS designs are presented in [1] and [2] respectively. In this contribution, we present receiver processing for the various synchronization signal designs. The performance evaluations are presented in our companion contribution [3]. 
2 Receiver processing for NB-PSS detection
2.1 Basic principles
NB-PSS sequences are sent over 12 subcarriers or 1 PRB. The incoming signal is then passed through a low-pass filter to reduce the effect of wideband noise, when processing the received sequence in the time domain. After passing through a low-pass filter, the sequence is then used to correlate with a local stored sequence to detect the presence of NB-PSS and achieve timing and frequency synchronization.
Conventional cross-correlation can be used for timing estimation.


Here,  is the stored (known) NB-PSS sequence,  is the received signal,  is the number of parts for correlation, is the detected timing. However, the full correlation can be highly sensitive to frequency offsets. While the full correlation might work well for low frequency offsets, the timing estimation performance suffers in the presence of high frequency offsets. The effect of large frequency offsets can be overcome by dividing the reference signal into multiple disjoint parts (say M) and correlating with each of those parts. Then the correlation results can be non-coherently combined (we call it ‘M-part partial correlation). 



Here, is the received signal and   is the local reference signal and L is the length of each part used for correlation. As we keep increasing M, the correlation becomes more and more robust to noise. This phenomenon is illustrated in Fig. 1, where with increasing M, it can be seen that the loss in peak as compared to the zero frequency offset is minimized. The sequence used to generate the figure is the NB-PSS sequence described in [1]. It should be noted however, that increasing M also leads to loss in processing gain.
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Fig. 1. Correlation behavior on increasing number of parts
For dealing with very high frequency offsets (i.e., integer frequency offsets), multiple hypotheses tests can be done using multiple sequences that can be obtained by rotating 𝑝(𝑛) with integer frequency offsets, which are then used for multiple hypotheses tests:


There are three ways of dealing with very high frequency offsets. 
1. Use low number of parts, but multiple hypotheses tests for dealing with integer frequency offsets: This processing algorithm still needs multiple-part correlation to deal with high fractional frequency offsets, however, the integer frequency offsets need to be dealt with by using multiple hypotheses tests. The sequences for multiple hypotheses tests can be derived as described earlier. 

2. Use very high number of parts M: Multiple hypotheses tests can be avoided in this case. However, this leads to loss due to lack of coherent combining gain like in full correlation.

3. Differential operation followed by full correlation: One way of effectively dealing with high frequency offsets is differential operation between received samples in time domain. It can eliminate the effect of frequency offset as all the resulting samples are multiplied with the same phase. Moreover, the effect of the channel is also removed and this allows coherent accumulation over multiple NB-PSS detection windows. One disadvantage with the differential processing is that the differential operation leads to 3 dB noise enhancement. Another disadvantage might be that the sequence resulting from the differential operation might not have good cross-correlation properties. 

These three principles of dealing with high frequency offsets forms the basis of the three algorithms we use for receiver processing. 
2.2 Algorithms 1 & 2 used for receiver processing in [3]
Algorithm 1 comprises of 11 part correlation with 3 hypotheses tests on different frequency bins (e.g. for integer frequency offset estimation) and Algorithm 2 comprises of 44 part correlation without multiple hypotheses tests on different frequency bins. The receiver processing for these two algorithms are very similar to each other (except M value for partial correlation) and outlined next.
The basic flowchart for receiver processing for Algorithms 1 and 2 is outlined in Fig. 2. The basic steps involved are:
1. After low-pass filtering, partial correlation with or without (key difference between algorithm 1 and 2) is performed at 240 kHz to give coarse timing offset. When doing multiple hypotheses tests, this step also gives the integer frequency offset that can be corrected immediately following successful detection. Multiple accumulations need to be done for noise-limited scenarios. The output of the correlator is then compared to a pre-determined threshold. If the correlator output is greater than the threshold, coarse timing estimate is obtained. The threshold can be determined using a Neyman-Pearson detector, where a detection threshold can be obtained using a given false alarm probability. For the performance evaluations in [3], we numerically evaluated the threshold corresponding to a false alarm of 0.1% in an AWGN environment while there is no transmit signal with practical receiver processing. It is noted that the threshold value is also a function of the number of accumulations. 

2. Following successful coarse timing acquisition, partial correlation using M-parts is performed for fine timing detection at 1.92 MHz. This step of fine timing acquisition would ensure the better resolution of timing acquisition so that the correct fractional frequency offset estimation can be further performed. Note that for Algorithm 1, integer frequency offset is already taken care of and thus multiple hypotheses tests are not required for this step. Multiple hypotheses tests are anyway not required for Algorithm 2. The window for this fine timing detection is 1782 samples, or 13 symbols – the window assumes upto +/- 1 symbol coarse timing offset error. Once again, the correlation outputs are accumulated across multiple 10 ms windows and threshold detection like in step 1 is used. As before, the threshold values will be a function of the false alarm probability and number of accumulations.

3. One fine timing acquisition is done, frequency offset estimation can be done by using multiple bin search. First, the received signal is multiple sample by sample with the reference NB-PSS sequence to kill the phase of the reference sequence - what remains is the phase from the frequency offset and the channel. Accumulations over a 60 ms timing window is performed, followed by a one-shot frequency offset estimation. An efficient implementation of the frequency offset estimation is passing the resulting sequence through an N-point FFT. The residual frequency offset after this operation is a function of the size of the FFT. We used an FFT of size N = 8192.
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Fig. 2. Flowchart for NB-PSS detection for Algorithm 1&2

2.3 Algorithm 3
As mentioned earlier, differential operation can also be used for mitigation of large frequency offsets. This step is followed by cross-correlation between differential version of reference signals and differential version of received signals to achieve timing synchronization. Note that the differential operation does lead to some noise enhancement, however it also allows for coherent combining across multiple NB-PSS instances. For good performance of such differential operations, it is essential that the output sequence of the differential operation has good cross-correlation properties, otherwise, the synchronization performance can be very poor. In our proposed design [1], each symbol consists of ZC sequences of unique root. ZC sequence of root is given by


Assuming adjacent symbols have unique roots and , the differential operation yields a ZC sequence of root 


[bookmark: _GoBack]This unique property offers the good correlation profiles for timing synchronization. The correlation profile for this differential based processing algorithm for the design in [1] is shown in Fig. 3. It is observed that good correlation profiles are obtained  for all frequency offset ranges.
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Fig. 3. Correlation profile for differential + cross correlation algorithm under large frequency offsets

OFDM-symbol level differential operation can be performed), where 𝐿_𝑠𝑦𝑚 is the number of samples in one OFDM symbol including CP (e.g. 17 for 240 kHz sampling rate and 137 for 1.92MHz sampling rate). Thus the various steps for this algorithm are:
1. After passing the signal through a low-pass filter, differential operation of received signal is followed by correlation with differentially processed reference sequence. Multiple accumulations need to be done for noise-limited scenarios. The output of the correlator is then compared to a pre-determined threshold. If the correlator output is greater than the threshold, coarse timing estimate is obtained. The threshold can be determined as earlier. For the performance evaluations in [3], we numerically evaluated the threshold corresponding to a false alarm of 0.1% in an AWGN environment without transmit signals.

2. Following successful coarse timing acquisition, differential operation and full correlation is performed for fine timing detection at 1.92 MHz. The window for this fine timing detection is 1782 samples, or 13 symbols – the window assumes upto +/- 1 symbol coarse timing offset error. Once again, the correlation outputs are accumulated across multiple 10 ms windows and threshold detection like in step 1 is used. As before, the threshold values will be a function of the false alarm probability and number of accumulations.

3. A coarse timing offset estimation can be based on timing estimate in Step 1 or Step 2. However for fair comparison between all the schemes, we employ similar frequency offset estimation like in Algorithm 1 and 2. 

Note that we also use Algorithm 3 for the performance evaluation of the NB-PSS design in [4]. Thus the computation complexity is same for the scheme in [1] and [4] when using algorithm 3 for detection.
3 Complexity Analysis
3.1 Algorithm 1 & 2
One of the most computationally intensive parts of cell search is the correlation with the primary synchronization signal (NB-PSS) sequence. This correlation needs to be performed over the periodicity of NB-PSS. Defining  as the period of NB-PSS and assuming a sampling frequency,  samples needs to be stored in input sample per time period . An efficient method to perform correlation of long sequences is DFT-based overlap-save method. This approach is also known as fast correlation and makes use of the circular convolution theorem.  i.e.,  , where the operator is the element-wise multiplication of two vectors and  is the Fourier transform operator. 
Let P  be the number of parts of the partial correlator. The received samples need to be correlated with the P NB-PSS sequences of length . The effective length of correlation output produced by each iteration of overlap save method is  with the DFT size  being a power of 2, leading to an FFT-based implementation, and samples. Hence, to calculate a correlation of  samples with a sequence of length ,  correlations need to be calculated to get results for segments of size . 
The effort to calculate an -point FFT or an IFFT is  by using the split-radix algorithm for FFT computation. In addition, each correlation would require  real-valued operations corresponding to the element-wise multiplication of the length- FFT vectors. Assuming n hypotheses tests, the total number of operations for 10 ms processing of received signal (2400 samples @240 kHz) is given by
1. FFT/IFFT operation for fast correlation and overlap save method => 
1. Multiplication of complex values in frequency domain for fast correlation => 
1. Squaring of partial correlation outputs => 
1. Addition of the partial correlation outputs => 
1. Accumulation over 10 ms windows => 

Note that there are only 5 unique root indices. Root index 5 is a repeat and other root indices are complex conjugate of the other root indices. Thus, the MOPs can be further reduced (See Appendix or [8], [9]).
Overall, for 11 part correlation, using N = 128, P = 11, n = 3, we get 154.48 MOPS. For the FFT implementation step, using the central symmetry property, number of additions can be reduced by half (see [8], [9]). This applies for Step 1 above. Thus, the complexity for that particular step is given as . The total complexity is given as 107.884.
For 44 part correlation, using N = 16, P = 44, n =1, we get 149.84 MOPS.
For cell reconfirmation, the UE has to deal with a maximum frequency offset of 2 ppm or 1.8 kHz. In this case, two part correlation can be used, which has a complexity of 13.5 MOPs, assuming N = 512.
3.2 Algorithm 3
Calculating the complexity can follow similar steps like in algorithm 1 – using fast correlation. The received samples need to be differentially multiplied to kill the effect of a rotating phase from a non-zero frequency offset. This step takes 2400 complex multiplications. Now a sequence of length 2400 is correlated with a sequence of length . Using steps similar to above
1. Differential operation => 
2. FFT/IFFT operation for fast correlation and overlap save method => 
3. Multiplication of complex values in frequency domain for fast correlation => 
4. Squaring of partial correlation outputs => 
5. Accumulation over 10 ms windows (assuming multiplication with a scalar before accumulation) => 

In the steps above, the correlation step (Steps 2, 3 and 4) are the most computationally intensive and in SNR-limited scenarios, the UE may not do correlation at every 10 ms interval. Instead it can perform the differential operation and accumulate over  windows (i.e., perform only steps 1 and 2) before doing correlation once. Since the correlation operation is done once ever  windows, the complexity is (for N = 1024)  MOPs. For  complexity = 25.86 MOPs
For w = 2, complexity = 14.13 MOPs
……………………….
For w = 10, complexity = 4.75 MOPs, and so on.
3.3 Autocorrelation algorithm in [5]
Autocorrelation algorithms are very computationally efficient since they require very less computations per additional sample since the autocorrelation values from the previous instance can be readily used to calculate new autocorrelation values. The autocorrelation algorithm consists of the following steps per new sample
1. 10 multiplications and 60 additions per sample  => 10*6 + 60 *2 = 180 operations per sample
2. Coherent combining across 10 ms blocks require => 2400 * 4 = 9600 operations per 10 ms
3. Squaring operation every 10 ms requires => 2400 * 3 = 7200 operations per 10 ms

Thus the total complexity at 240 kHz sampling rate is given as 44.88 MOPs.
Note that for our evaluations in [3], we follow the following procedure which is inline with the receiver processing mentioned in [5]:
1. Autocorrelation at 240 kHz to get coarse timing
2. Cross correlation with multiple hypotheses tests at 1.92 MHz for fine timing acquisition
3. Frequency offset estimation similar to the used for Algorithm 1 and Algorithm 2 above.

It is noted that the design in [1] can also implement auto-correlation based algorithm by using complex conjugate and central symmetry properties between two OFDM symbols, but we do not consider this algorithm although it is implementation specific.

3.4 Summary
We summarize the computational complexity in the table below.
Table 1: Complexity comparison of various receiver processing algorithms
	Algorithm
	Intel
Algo 1
	Intel
Algo 2
	Intel 
Algo 3
	LG 
Algo 3
	Qualcomm
Algo 4

	Complexity (MOPs)
	107.88
	149.84
	2.4 + 23.46/w
	2.4 + 23.46/w
	44.88



It can be seen that our design allows the flexibility of designing different receiver processing algorithms. The different algorithms used give more degrees of freedom in designing detector considering the trade-off between the performance and complexity. The complexity analysis presented here and the corresponding performance evaluations in [3] show that our design is not limited to a certain algorithm. The lowest complexity is exhibited by Algorithm 3, that can be used to further reduce the complexity by correlating after certain number of accumulations rather than correlating after every 10 ms window. With paying for complexity a bit more with Algorithm 1, the best performance can be achieved. Because of the design of the autocorrelation algorithm in [5], that requires multiple complex domain multiplications per sample to reduce the sidelobes of the autocorrelation function, the complexity for this scheme is higher than anticipated.
4 Conclusions
We summarized the receiver processing algorithms in this document and also provided the complexity analysis of those. The different algorithms used give more degrees of freedom in designing detector considering the trade-off between the performance and complexity. The complexity analysis presented here and the corresponding performance evaluations in [3] show that our design is not limited to a certain algorithm. 
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Appendix
Low complexity detection by using complex conjugate and central symmetry mapping
The necessity and sufficient conditions to ensure complex conjugate and central symmetry properties for both time and frequency domains for all sampling rates can be found in 
The following figure illustrates how the correlation values from a complex sequence can be used to deduce the correlation values of its conjugate.
[image: cid:image004.png@01D17F06.FACF0E60]
Fig. 4. Illustration of the use of complex conjugate property to reduce complexity

The further complexity reduction by using central symmetry and FFT based detection can be found in [9], [10], [11], [12].
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