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In this contribution, we present network performance disparity issues in the scenarios where one network has substantially fewer nodes contending for channel access compared to a co-channel Wi-Fi network with more nodes contending for channel access. These scenarios are relevant to the designs for DL-only LAA (where only the eNBs contend for the channel) as well as DL+UL LAA (with a few scheduled UEs contending for UL transmissions). We further discuss possible LBT algorithm solutions to address the observed issues.
Effects of number of contending nodes on channel access sharing
In Figure 1 and Figure 2, we provide the coexistence evaluation results of the indoor scenario with FTP traffic:
· Baseline case: Operator A Wi-Fi network has only DL traffic and Operator B Wi-Fi network has DL and UL traffic.
· LAA coexistence case: Operator A network is changed to a LAA network.
Considering first the test results for the baseline case with two Wi-Fi networks, we can observe that 
· The Wi-Fi network with both DL and UL traffic (and consequently more nodes contending for channel access) manages to achieve higher served traffic even when the offered load is the same as the other Wi-Fi network with only DL traffic (and consequently fewer nodes contending for channel access). 
· It can be further observed that, as one of the Wi-Fi networks attempts to serve more and more UL traffic, the performance of the other Wi-Fi network becomes more and more severely degraded, which can be clearly observed in the “bending back” of the served traffic for Operator A network. This degradation increases as the traffic split shifts towards increased UL traffic in the Wi-Fi network with bidirectional traffic.
For the LAA network, we first evaluate the performance of the LBT algorithm with a freeze period of 11 OS as described in [2]. For these evaluations, licensed band PCell is not used for DL traffic in the LAA network. As in the baseline case, we can observe that 
· The Wi-Fi network with both DL and UL traffic manages to achieve higher served traffic than the LAA network when the offered loads to both networks are identical. 
· As the Wi-Fi network attempts to serve more and more UL traffic, the LAA network performance becomes more and more severely depressed.
· The disparity of served traffic between the two networks is even more prominent in the LAA−Wi-Fi coexistence case than in the Wi-Fi−Wi-Fi baseline case. This is shown in the much sharper “bending back” of the served traffic for Operator A LAA network.
We can arrive at the following observation from these evaluation results:
Observation: A network with few nodes contending for channel access is found to be able to serve much lower traffic than a co-channel Wi-Fi network with more nodes contending for channel access even with identical offered loads for both networks. The disparity in served traffic increases with the difference between the numbers of nodes contending for channel access in the two networks.
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[bookmark: _Ref414270283]Figure 1: DL user throughputs of the indoor test scenario with FTP traffic. Each network has 4 eNBs/APs and 20 UEs. Operator A network has only DL traffic and Operator B network has DL and UL traffic with 80/20 split. For LAA, licensed band PCell is not used for DL traffic in this test and a freeze period of 11 OS is applied in the LAA LBT algorithm [2].
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[bookmark: _Ref414362752]Figure 2: DL user throughputs of the indoor test scenario with FTP traffic. Each network has 4 eNBs/APs and 20 UEs. Operator A network has only DL traffic and Operator B network has DL and UL traffic with 50/50 split. For LAA, licensed band PCell is not used for DL traffic in this test and a freeze period of 11 OS is applied in the LAA LBT algorithm [2].
Adaptive LBT algorithm with adjustable freeze periods 
As discussed in [3] and [4], UL transmissions in LTE and hence LAA are controlled and scheduled by the eNB. Since cross-carrier scheduling from the PCell is not a scalable solution considering large number of UEs and LAA SCells, viability of self-scheduling solutions is a very important design objective for LAA. Note further that the number of UL transmissions scheduled to occur in the same subframe is not expected to be a large number. Therefore, a reliable LBT algorithm that can address the above identical disparity in traffic serving is needed for both DL and UL. In the following, we discuss how the LBT algorithm with freeze periods can address the issues discussed in Section 2. 
For a quick summary of the algorithm proposed in [2], the device performs the extended CCA within a window of 3 OS and leaves 11 OS of freeze period for others to access the channel in the default setting as shown in Figure 3. That is, if the random backoff counter does not reach zero within the CCA window, the device voluntarily performs an additional backoff of 11 OS (786 μs ~ 87 Wi-Fi slots). This is an LBT algorithm that can provide more accommodating coexistence environment than LBT algorithms with variable size of random backoff contention window. However, when the eNB is starved of channel access, the CCA window can be also increased to allow the eNB more opportunities to gain channel access. This can potentially alleviate the channel access starvation previously observed for DL-only LAA in Figure 2.
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[bookmark: _Ref414368889]Figure 3: LBT algorithm with adjustable freeze periods [2]. In the default setting, the eNB performs the extended CCA within a window of 3 OS and leaves 11 OS of freeze period for others to access the channel. The freeze periods can be adjusted down when the eNB is starved of channel access.


Conclusions
In this contribution, we presented coexistence evaluation results in scenarios where the numbers of nodes contending for channel access in the co-channel networks are quite different. These scenarios are relevant to the designs for DL-only LAA (where only the eNBs contend for the channel) as well as DL+UL LAA (where few scheduled UEs contend for UL transmissions). From these evaluation results, we observed that 
Observation: A network with few nodes contending for channel access is found to be able to serve much lower traffic than a co-channel Wi-Fi network with more nodes contending for channel access even with identical offered loads for both networks. The disparity in served traffic increases with the difference between the numbers of nodes contending for channel access in the two networks.
We further provide evaluation results showing the LBT with adjustable freeze period algorithm described in [2] can address such network performance disparity issues. Therefore, we propose
Proposal: Consider the LBT with adjustable freeze period algorithm (R1-151131) for LAA SCell channel access.
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