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1 Introduction

This contribution discusses hardware complexity for popular coding technologies. Hardware complexity is evaluated by IC area (die size). IC area dominates implementation cost. Memory space, network routing, APP decoder complexity reflect IC area. 
Memory space dominates LTE decoder hardware cost. At least 5,114 bits data length must be support and 15,342 bits codeword length becomes necessary. Surveyed results show that memory occupies large IC area. Therefore Memory dominates turbo code and LDPC code decoder cost.
Processing unit requires less hardware complexity in turbo decoder. R1-060238 [15] shows an example to demonstrate the complexity. We apply an estimated memory area to show this fact.
Network routing increases hardware complexity due to parallel processable decoder. Supporting 100Mbps throughput, parallel processing for turbo code and LDPC code is necessary. Fulfilling parallel processing, a high bandwidth network between processors and memory become necessary. Besides the more processors, the more complex network. Unfortunately LDPC code decoder requires more processors than turbo code decoder and this becomes a severe problem for LDPC code.
Release 6 turbo coding interleaver does not support parallel processing. If we still want to achieve high throughput, multiple decoders seem necessary but cost large memory. This leads large hardware complexity. R1-061739 [16] evaluates the cost.
Iterative MIMO processing can apply similar concept to evaluate required complexity. Our discussion shows that the required extra memory can be less. Modifying processors to support the processing requires less complexity comparing to the memory complexity. Designing channel interleaver to support parallel processing becomes the main issue.
2 Memory
This section evaluates the required memory space for binary turbo code, duo-binary turbo code and LDPC code. We evaluate the worst case memory requirement because the worst case must be supported. Surveyed results are also shown in this section. 
N: data length

R: code rate
2.1 Binary turbo code
Binary turbo code encoder permutes information by bits. Decoder temporarily stores two extrinsic information sequences with length N. Therefore decoder stores 2N+N/R soft bits. If R=1/3 and N=5114 bits which are the lowest code rate and the maximum length of release 6 turbo coding, the required memory is 25570 (+12 tail bits) soft bits.
2.2 Duo-binary turbo code
Duo-binary turbo code encoder is a non-binary turbo code and decoder is a non-binary decoder. Based on the storage format, three kinds of decoding method are discussed as follows.

Method 1 stores likelihood on both received samples and extrinsic information. Two bits induce 4 possibilities and require 4 soft bits to represent 4 likelihood values. Each extrinsic information symbol also requires 4 soft bits to represent 4 likelihood values. Consider N=5114 and R=1/3, the equivalent symbol length is 2557 symbols. The required memory size is 4*N/2*1/R+4*N/2*2=4*2557*3+4*2557*2=40912 soft bits. The decoder requires 60% more memory storage comparing to binary turbo code.
Method 2 stores log-likelihood ratio on received samples and log-likelihood on extrinsic information. The required memory size becomes 2*N/2*1/R+4*N/2*2=2*2557*3+4*2557*2 =35798 soft bits. The decoder requires 40% more memory storage comparing to binary turbo code.
Method 3 stores log-likelihood ratio on received samples and the normalized likelihood ratio on extrinsic information. Extrinsic information only requires 3 soft values to store. The required memory size is 2*N/2*1/R+3*N/2*2=2*2557*3+3*2557*2=30684 soft bits. The decoder costs at least 20% more memory space comparing to binary turbo code. However this format requires the larger bit-width representing soft bit.
2.3 Low density parity check code
The amount of temporary information stored in a LDPC code decoder depends on number of 1 on each row or column in the parity check matrix. The matrix is often represented by the factor graph and the storage is also linear to total number of the edges. A simple notation (Rv, Rc) is used to denote the average edge number connecting from the variable node to the check node and from the check node to the variable node. Total number of edges can be simply count by these two numbers. 

Based on the schedule and decoding algorithm, three kinds of decoding method are discussed as follows.
Method 1 stores all received samples and extrinsic information from variable nodes and check nodes. The codeword length is N/R. The total edge number from variable nodes to check nodes is Rv*N/R and so is the number from the check nodes to variable nodes. Sum up with received samples N/R, method 1 requires (2*Rv+1)*N/R. Take N=5114 bits, R=1/3, and Rv=3, which is common number for LDPC code, the required memory number is (2*3+1)*5114*3=107394 soft bits. This number exceeds three times to binary turbo code.
Method 2 stores summed soft bits on variable nodes and extrinsic information from the check nodes to the variable nodes. The decoder requires N/R soft bits on variable nodes and Rv*N/R soft bits on check nodes. Total number is (Rv+1)*N/R. Take N=5114 bits, R=1/3, and Rv=3, which is common number for LDPC code, the required memory number is (3+1)*5114*3=61368 soft bits. The LDPC code decoder requires 140% more memory space comparing to binary turbo code. Note that this method requires extra hardware complexity (IC area) on control procedure and schedule design.
Method 3 applies min-sum algorithm. This method store summed soft bits on the variable nodes and only two values from the check nodes to the variable nodes. There are (N/R-N) check nodes and  (N/R-N)*2 soft bits are required for the second part. Total required memory number is 3N/R-2N=(3/R-2)N soft bits. Take N=5114 bits, R=1/3, and Rv=3, which is common number for LDPC code, the required memory number is (3*3-2)*5114=35798 soft bits. The LDPC code decoder requires 40% more memory in this case. Note that min-sum algorithm pays 0.5 dB performance loss. Extra indices bits are required for the soft allocation on the check nodes. The same as method 2, schedule design is necessary. 
2.4 Tables
Table 1: Soft bits requirement for binary turbo code and duo-binary turbo code

	
	Binary turbo code
	Duo-binary turbo code

	Formulae
	2N+N/R
	Method 1
	Method 2
	Method 3

	
	
	2*N/R+4N
	N/R+4N
	N/R+3N

	Required Soft Bits Number
	25582
	40912
	35798
	30684

	Extra Memory Percentage to Binary Turbo Code
	0%
	60%
	40%
	20%

	Defect
	
	
	
	Larger bit-width for extrinsic information


Table 2: Soft bits requirement for LDPC code

	
	LDPC code

	Formulae
	Method 1
	Method 2
	Method 3

	
	(2*Rv+1)*N/R
	(Rv+1)*N/R
	3N/R-2N

	Required Soft Bits Number
	107394
	61368
	35798

	Extra Memory Percentage to Binary Turbo Code
	320%
	140%
	40%

	Defect
	
	Extra control complexity
	1. Extra control complexity       2. Worse performance              3. Extra extrinsic information indices


2.5 Examples
The contribution R1-060874 [8] provides complexity comparison between LDPC code and turbo code. A clear comparison baseline on hardware implementation for LDPC and turbo code is shown.
This contribution provides three examples of LDPC codes, proposed by Massimo Rovini (Pisa, Italy) [9], Se-Hyeon Kang (KAIST, Korea) [10], and Mohammad M. Mansour (UIUC,  USA) [11],  which apply  the  codeword  length  of  1944,  1024,  and  2048  bits, respectively. However, the objective maximum codeword length is 5114*3=15342 bits by now, maximum data length=5114 bits and minimum code rate=1/3 (code rate may be lower in the future). To achieve the maximum codeword length, the required memory size for LDPC code decoder is more than 7.5 times to the examples. Therefore, in 0.18 μm process, the memory size of a LDPC code decoder is more than 20 mm2 (6.96*0.4*7.5=20.88mm2, 10.08*0.4*15=60.48mm2, 2.56*7.5=19.2 mm2) under these three cases, where 6.96*0.4, 10.08*0.4, 2.56 comes from these code implementation parameters.
The same contribution R1-060874 [8] also provides an example of turbo code proposed by Ibrahim A. Al-Mohandes (Waterloo, Canada) [12]. This decoder applies codeword length 3072 bits and only requires 0.56mm2 in 0.18 um IC area for overall decoder. We can expect the area of a turbo code with maximum codeword length is no more than 0.56*5=2.8mm^2, which means eight times less in hardware cost compared to the LDPC code. In fact, this factor may be larger because APP decoder is also count as memory. Note that this result is susceptible for me.

The reference [11] provides a reasonable turbo decoder example which is proposed by M. Bikerstaff [13]. The data length is 5114 bits and code rate is 1/3. The required total area is 14.5 mm2 and includes APP decoders. The number is still smaller than the estimated memory size of LDPC code examples shown above.
Table 3: Real memory requirement examples for LDPC code and turbo code under 0.18 μm
	
	LDPC Code
	Turbo Code

	
	Pisa Italy [9]
	KAIST Korea [10]
	UIUC USA [11]
	Waterloo Canada [12]
	Bell Lab Lucent Tech North Ryde Australia [13]

	Memory Area
	2.784 mm2
	4.032 mm2
	2.56 mm2
	*0.56 mm2
	**14.5 mm2

	Normalized Memory Area
	20.88 mm2
	60.48 mm2
	19.2 mm2
	*2.8 mm2
	**14.5 mm2


*The size is abnormal

**APP decoder is included in the area count
2.6 Summary
LDPC code requires the largest memory space under LTE worst case constraint N=5114 bits and code rate=1/3. Duo-binary turbo coding requires slightly higher memory requirement because of non-binary coding but provides higher throughput capability than release 6 turbo coding. Binary turbo code requires the least memory space.
3 Processing unit
Processing unit in turbo code is absolutely larger than that in LDPC code. However, LDPC code decoder requires more processors to support parallel processing and larger iterations. Example [11] provides an example showing required IC area for processors. Only 16 processors are applied in the decoder but occupy 5.16 mm2 which is 36% of the core area 14.3mm2. LDPC code also requires moderate hardware complexity on processing unit.
Comparing with the memory hardware complexity, processing unit complexity becomes small. Contribution R1-060238 [14] shows an example of APP decoder under the process  0.13 μm. Binary turbo decoder duo-binary turbo decoder requires gate counts 13100 and 24100. Considering density 70%, the estimated areas are 0.1mm2 and 0.15mm2. The estimated memory area for binary turbo code in LTE under the process is 5.12mm2. Obviously turbo code processing unit occupies very little complexity in the decoder comparing to memory complexity.
Table 4: Processing unit complexity for binary and duo-binary turbo codes processors [14]
	Study case: 

(54 bytes, rate ½)

	Binary
	Duo-binary

	Gate count
	13100
	24100

	Memory (bits)
	29000
	40088

	Silicon area (0.13 μm)
	0.23 mm²
	0.36 mm²

	Decoded bit per clock cycle
	1
	2


4 Network routing complexity, turbo code interleaver and LDPC code parity check matrix 
Interleaver and parity check matrix dominate network complexity for turbo code and LDPC code respectively. Parallel processing induces larger network problem for LDPC code due to its inherently highly parallel decoder architecture. The same problem may occur for turbo code when highly parallel processing architecture is applied and interleaver does not support various codeword lengths such as release 6 turbo coding. Following will demonstrate network problem by LDPC code examples.
The contribution R1-060874 [8] provides many LDPC code examples. The LDPC code decoder proposed by Mansour [11] demonstrates clear layout. Routing network occupies 3.28 mm2 which is 22.94% of IC area 14.3 mm2. Although network routing is optimized by a parity check matrix, more than 20% IC area is still necessary. Besides it only support one codeword length and three code rates. As code length ranging from 40-5114 bits and four kinds of code rate are applied, network routing becomes a severe issue if the parity check matrix is not well-designed.
Another three examples is shown. A. J. Blanksby [1] provided a decoder with density efficiency 50% due to routing problem. This also means the decoder requires 50% more IC area to support networking. Their conclusion re-mentioned that routing congestion dominates design complexity instead of computation complexity. C.-C. Lin [2] provided another design for LDPC code. They used 8-layer and 6-layer metal to reduce routing occupancy but still provided around 75% and 71.2% density efficiency respectively. C. J. Howland [3] applied the 5-layer metal realization but the realization only has 50% utilization because of routing.
A good LDPC code design must support low complexity network. The required memory has occupied large IC area. If further routing network requires more than 100% to 25% hardware complexity cost, the code becomes too expensive.
Contribution R1-061131 [14] provides a network-oriented design for turbo code and successfully reduces network complexity. By the way, high throughput and low error rate performance are simply feasible.
Table 5: LDPC code network complexity
	
	UIUC USA [11]
	
	Blanksby [1]
	NCTU TAIWAN [2]
	Howland [3]

	Network Area
	3.28 mm2
	Metal Layer
	5
	8
	6
	5

	IC Area Percentage
	22.94%
	Density Efficiency
	50%
	75%
	71.2%
	50%


5 Throughput
Release 6 turbo code faces parallel processing problem but LDPC does not. Decoupling LDPC code decoding into highly parallel and independent architecture is simple. However release 6 turbo code interleaver and convolutional code complex the turbo code decoding decoupling. 
The causality of convolutional code mainly influences the decoupling. The following data symbol requires prior and successive message to decode. Parallel processing is not feasible for short length. Therefore the existing convolutional code parallel decoding processes by block (window) fashion and the turbo code interleaver must prevent memory access collisions for multiple decoding processes. Unfortunately release 6 turbo coding interleaver structure results significantly memory accessing and writing collisions. Fig 1 clearly shows an example for four processing units. Therefore achieving 100Mbps throughput requires implementing multiple separate decoders instead of implementing multiple processing units in a decoder. Memory cost becomes terrible. Contribution R1-061739 [16] analyzes the required complexity and further mentions power consumption issue.
Modifying release 6 turbo coding interleaver highly and simply reduces hardware cost. Implementing multiple decoders implies multiple memory banks storing temporary information. If we implement one more decoder, it requires about 5 mm2 under the process 0.13 μm. But if we implement one more processor in a decoder, it requires only about 0.1-0.15 mm2 under the process 0.13 μm. Supporting parallel processing interleaver highly reduces hardware cost or IC size. By the way, control and temporary buffer can also be simple. 
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Fig. 1: Memory access collision.

6 Iterative MIMO processing
Iterative MIMO processing faces memory and routing issues the same as turbo code or LDPC code decoder. If turbo code and LDPC code have to support iterative MIMO processing, extra complexities are also required. We will discuss memory issue at first. Routing issue depends on channel decoder processing and channel interleaver. This issue and other complexity issues will be discussed with turbo code and LDPC code respectively. 
Note that: The following discussions are based on block type MIMO processing, e.g. STBC. Trellis type MIMO processing faces the same problem as turbo code and routing problem will highly lower down throughput, e.g. STTC.
6.1 Memory

Fig. 2 shows a general iterative MIMO architecture.  Iterative MIMO processing can be viewed as serial concatenated architecture. R is the received sample for MIMO processors. S1 and S2 are soft output of both MIMO processors and channel decoder. E1 and E2 are extrinsic information for both channel decoder and MIMO processors. MIMO processors generate extrinsic information E1 to channel decoder and channel decoder generates extrinsic information E2 to MIMO processors. Conventional non-iterative MIMO process stores S1 and iterative MIMO process stores E1. Therefore supporting iterative MIMO architecture pays no additional memory for E1. E2 can be generated with the S2 of channel decoder and MIMO processors can successively manipulate E2 to generate updated S1 and E1. A good channel interleaver design can highly reduce temporary buffer storing S2 as small as possible. Surprisingly R is the mainly extra storage for iterative MIMO processing and updating E2 requires another small buffer.
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Fig.2: Iterative MIMO architecture.
6.2 Turbo code
Redesigning turbo code processing unit of turbo decoder is necessary to support iterative MIMO processing. The conventional turbo unit only generates extrinsic information of data but iterative MIMO processing requires extrinsic information of coded bits. The turbo unit is more complex. Fortunately turbo code codeword has systematic part which is the same extrinsic information as data part and only parity check part is necessary redesign. Considering the real implementation results in Table 4, the required extra complexity may not be too high comparing to memory hardware complexity.
However, previous section has mentioned that the processors manipulate information by bock fashion. To support parallel processing and avoid memory accessing collision, the same constraint comes to channel interleaver to support iterative MIMO processing. Each MIMO processor acquiring information from parallel convolutional code decoding processes is the better to enhance throughput and reduce temporary buffer. Therefore co-design channel interleaver and turbo decoder interleaver reduces hardware complexity.
6.3 LDPC code
LDPC code does not produce much complexity on processors to support iterative MIMO processing. E2 is generated from the variable node processor in LDPC code decoder. The output is equivalent of extrinsic information from other check node processor. Therefore complexity does not increase so much.
LDPC decoder has flexibility in arranging processing schedule of variable nodes and parity check nodes processors. Therefore decoding is very flexible. Channel interleaver does not face serious problem for parallel processing.
However, decoding methods 2 and 3 in Table 2 require special schedule to update the sum of variable nodes. To exploit low memory requirement advantage, joint channel interleaver and parity check matrix design is better to keep performance.
6.4 Summaries
· Surprisingly less extra memory is required for iterative MIMO processing.

· Turbo code processing unit complexity increases more.
· LDPC code requires less modification on processing unit.
· Joint channel interleaver and turbo code interleaver or LDPC code parity check matrix enhances the throughput and reduces the temporary buffer.
7 Conclusion
Memory complexity dominates LTE decoder hardware complexity. 10% or 20% memory incremental influences hardware complexity significantly. Surprisingly processing unit only occupies less hardware complexity comparing to memory complexity. 

LTE channel coding only has parallel processing architecture problem. The release 6 turbo coding does not face serious performance issue because FER=10-2 is our care region. However, supporting higher throughput requires more processing units operating at the same time. Release 6 turbo coding interleaver does not support parallel processing. Designing an interleaver supporting parallel processing ranging for 40-5114 bits and various code rates with better performance is our objective.
The contribution R1-061131 [14] provides a reference design. The coding system features simple network routing supporting extreme high throughput architecture. That code also supports high rate performance. Besides, backward compatibility is supported. Low memory requirement for binary turbo code is also kept.
Iterative MIMO processing faces similar problems as turbo code and LDPC code. Surprisingly the required extra memory is not so much. Extra complex on processing units is not so high. Providing a parallel processing architecture is the only issue the same as channel coding. Channel interleaver dominates the routing complexity.
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