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Introduction
A RAN3-led Study Item on Rel-16 enhancements for NR-NTN was approved at RAN Plenary #80 [1]. The study item phase has identified range of expected values for the Round Trip Time (RTT) for the considered NR-NTN deployment scenarios [2, 3]. Solutions in the satellite and the UE will be required to compensate and correct the impact of RTT during initial NR-NTN cell acces, where the transmission timing can be most significant.
This contribution aims to discuss Physical layer control procedure in NR-NTN.
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Discussion on UL Power control for NTN
With long RTD the effectiveness of closed-loop UL power control can be limited due to the long satellite RTD (i.e. GEO scenarios)  and the fact that a UE may transmit at near maximum power without much power headroom available (i.e. in LEO scenarios in S band). A simpler way to do UL power control is open-lopp based on path loss measurements at the UE with open-loop parameters indicated by the gNB. The UE can adjust transmit power by using open loop UL power control parameters power offset P0 and fractional compensator factor  in transmit power formula below when accessing the NTN cell/beam or switching beam. The parameter power offset P0 and fractional compensator factor  may be assumed to be beam specific and indicated via SIB in NTN. The UE may make path loss measurements and adjust its transmit power using P0 and  parameters. In case of LEO where beam switching may happen frequently, it may not be desirable to read SIB at every beam switch to obtain the beam-specific open loop UL power control parameters. One way would be that these parameters will be indicated for a list of neighbouring beams via SIB. This may lead to higher system information as each beam may need to schedule such system information. Another way is for the UE to obtain these parameters for all the beams via configuration and select which P0 and  parameters need to be used based on satellite ephemeris and trajectory or based on re-synchronisation (i.e. beam-specific SSB detection when switching beam). Fractional power control compensation is mainly required for cases where the pathloss within the cell vary significantly. For each beam spot, the pathloss is not expected to vary significantly. Therefore the parameters are  specific but not likely to change significantly between UEs in a beam or between beams. To reduce signalling overhead the  parameters could be fixed for all beams. The parameter P0 on the other hand could be made beam specific.
dBm

Observation 1: UE transmission power headroom and long RTD limits effectiveness of closed-loop UL power control.
Proposal 1: The open-loop UL power control parameters power offset P0 is beam specific and fractional compensator factor  is common for all UEs.

Beam management
Options for mapping of PCI and SSBs to satellite cell/beams
There are two options for mapping of PCI and SSB
· Option a: multiple beams per PCI with beam specific SSB (may allow faster / simpler re-sync, does not require read SI every beam). This fits MTK concept for  beam-specific BWP configuration that is more flexible than hard frequency re-use, indication via DCI. Further, if multiple beams are considered to be within same cell, handover can be avoided when switching beams. This way allows to re-use rel-15 NR beam management w/ some enhancements (SSB, CSI RS). If a NTN beam is seen as a beam in satellite cell it is similar to rel-15 NR beam. The difference with rel-15 NR beam management is that the beams are in different location with no or only partial overlap.
· Option b: one beam per PCI (requires hard frequency re-use). As there is only one beam per satellite cell, it is less suited option to apply the rel-15 NR beam management.
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Figure 1: Mapping options for PCI/SSBs in NTN

We have preference for option “a”. For idle UE, it is simpler to re-synchronize as the UE only needs to detect one of several SSBs mapped to a PCI. This allows faster re-synchronization when switching beam.  For the connected UE, Beam-specific SSBs and additionally beam-specific CSI RS can be used for beam management. This can avoid cell handover to minimize packet interruption and signalling overhead associated with cell handover. In rel-15 NR, all CSI-RS resources in a beam management CSI-RS resource set are transmitted in the same frequency. Multiple beams per PCI with beam specific SSBs does not require re-synchronization when switching beam.  Beam measurements can be done by UEs without frequency retuning.
Observation 2: With option ‘a’ with one PCI mapped to multiple beams and one SSB mapped per beam, the difference with rel-15 NR beam management is that the beams are in different location with no or only partial overlap.
Proposal 2: Option “a” with one PCI mapped to multiple beams and one SSB mapped per beam is used with rel-15 NR beam management.
Bandwidth Part configuration for NTN 
For NTN beam deployment with FRF 1, the available bandwidth allocated to each beam is large, however a UE in a beam coverage may suffer severe interference due to co-channel signals transmitted to nearby beams. From simulation results in our contribution in NR NTN evaluation track [],it was observed that [LEO-1200, S-band], with FRF 1, approximately 68% of UEs are with SINR ≤-2 dB. These UEs are unlikely to get much throughput due to poor synchronization, AFC, and channel estimation. In addition, such UEs may suffer high latency if many HARQ re-transmissions are required
On the other hand, for NTN beam deployment with FRF 3, the interference problem is mitigated. However, the available bandwidth allocated to each beam is generally reduced.
In practice, the number of UEs in each beam is not a constant. Intuitively, the network should allocate larger bandwidth for beams with larger number of UEs, and allocate smaller bandwidth for the other beams. Considering that the number of UEs in a beam may vary with time, a dynamic/scalable frequency resource allocation scheme is expected to improve the system spectral efficiency. 
Proposal 3: The concept of BWP can be used for frequency resource allocation among NTN beams. Network may configure a specific active BWP for UEs in a beam (all UEs in a beam are associated with the same active BWP). Different beams may be associated with different active BWPs
See Figure 2 for an illustration:
· In this example, there are 7 beams, and the network may configure BWP 0,1, or 2, as an active BWP for a beam 
· In bandwidth, we have BWP 0 > BWP 1 > BWP 2 
· Suppose at a time instance, the number of UEs in each beam is as shown in the table, then the network may configure BWPs to beams according the number of UEs in beams as shown in the right column of the table 
· Note that BWP 0 is allocated for beam 4 since beam 4 has maximum number of UEs
· Note also that the interference is mitigated as nearby beams are using non-overlapping BWPs
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Figure 2: Example of BWP Allocation for Beams
In general, the BWPs may or may not overlap with each other in frequency domain. For a beam, the bandwidth and the frequency domain location of the active BWP may not be fixed at all time. The network may adjust the settings of the active BWP based on factors such as number of UEs and amount of data transmission in the beam. 
In connected mode, beam switching can be based on SSB measurements and/or CSI-RS measurements. Figure 3 shows the SSB and CSI-RS configuration for beam switching.  BWP(0) can be used for initial cell access with several beams and corresponding SSBs. For connected UE, an active BWP(1), (2), or (3) can be used with several beams, with SIB and CSI-RS transmitted in each beam. There can be several BWPs configured. One BWP is active at a time for a UE. The rel-15 beam management can be re-used with the one difference that the beams are not co-located.

Proposal 3: A bandwidth part can be used for initial cell access with several beams and corresponding SSBs.
Proposal 4: An active bandwidth part for connected UE can contain one or several beams, where  SIB and CSI-RS are transmitted in each beam
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Figure 3: CSI-RS configuration for beam switching

Conclusion
In this contribution, we discussed physical layer control procedures. We made the following observations and proposals
Discussion on UL Power control for NTN
Observation 1: UE transmission power headroom and long RTD limits effectiveness of closed-loop UL power control.
Proposal 1: The open-loop UL power control parameters power offset P0 is beam specific and fractional compensator factor  is common for all UEs.
Discussion on beam management
Observation 2: With option ‘a’ with one PCI mapped to multiple beams and one SSB mapped per beam, the difference with rel-15 NR beam management is that the beams are in different location with no or only partial overlap.
Proposal 2: Option “a” with one PCI mapped to multiple beams and one SSB mapped per beam is used with rel-15 NR beam management.
[bookmark: _GoBack]Proposal 3: The concept of BWP can be used for frequency resource allocation among NTN beams. Network may configure a specific active BWP for UEs in a beam (all UEs in a beam are associated with the same active BWP). Different beams may be associated with different active BWPs
Proposal 4: A bandwidth part can be used for initial cell access with several beams and corresponding SSBs.
Proposal 5: An active bandwidth part for connected UE can contain one or several beams, where  SIB and CSI-RS are transmitted in each beam
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