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1. [bookmark: OLE_LINK37][bookmark: OLE_LINK13][bookmark: OLE_LINK50][bookmark: OLE_LINK38][bookmark: OLE_LINK95][bookmark: OLE_LINK94][bookmark: OLE_LINK14][bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
In RAN1#98 meeting, the following agreements for MPDCCH performance improvement were made [1]:
· A fixed subset of the candidates in the MPDCCH search space(s) are reserved for the precoder cycling fallback. The subset of candidates is designed in such a way that the UE complexity is taken into account for the following aspects:
· Number of channel estimations
· LLR storage
· Blind decodes are not increased
· Rank-1 precoder is used for precoder cycling in distributed MPDCCH. 
· FFS whether and how predefined pairs of Rank-1 precoders specified.
· [bookmark: OLE_LINK222][bookmark: OLE_LINK223][bookmark: OLE_LINK224]The precoder set for 4Tx is the set of rank-1 precoders with indices 12, 13, 14, and 15
· For both distributed and localized MPDCCH, the granularity of precoding in the frequency domain is only 1 PRB. 
· Precoder cycling in time domain is done
· Alt1: In a pseudo-random manner
· Alt2: Sequentially and in a cyclic manner
In this contribution, we further discuss MPDCCH performance improvement by using CRS.
2. Discussion
1 
2 
Detail of precoder cycling
[bookmark: OLE_LINK5][bookmark: OLE_LINK15]In last meeting, it is discussed that precoders are cycled in time and frequency domain using pseudo-random manner or sequentially and in a cyclic manner. For precoder cycling in an MPDCCH search space, the methods in [2]~[6] are mainly based on a predefined order and one alternative method in [7] is based on a pseudo-random order. Whereas, pseudo-random manner is likely to generate the same precoder in adjacent subframes or PRBs so that diversity effect of precoder cycling would be impacted. Especially for small MPDCCH bandwidth or small number of repetitions, the ability of precoder traversal is low for both localized and distributed MPDCCH. If the same precoder is used in adjacent subframes or PRBs for an MPDCCH search space, the performance of MPDCCH will decrease. 
Observation 1: In an MPDCCH search space for both localized and distributed transmission, pseudo-random manner is likely to generate the same precoder in adjacent subframes or PRBs so that the performance of MPDCCH would decrease, especially for small MPDCCH bandwidth or number of repetitions.
For distributed MPDCCH, a PRB requires two precoders to perform precoder switching between REs. Pseudo-random manner is likely to generate the same precoder in a PRB. Without precoder switching, the performance of distributed MPDCCH will decrease. Moreover, for distributed MPDCCH configured with 2Tx antennas, fixed two precoders are used for each PRB due to the limitation of precoder set. In this case, pseudo-random manner is invalid while predefined manner is adequate for precoder cycling. So precoder cycling for 2Tx antennas should be predefined in distributed MPDCCH. Then, for MPDCCH configurations other than distributed transmission with 2Tx antennas, using pseudo-random manner is not conducive to unifying and simplifying specifications.
Observation 2: For distributed MPDCCH, pseudo-random manner is likely to generate the same precoder in a PRB so that the performance decreases.
Observation 3: For distributed MPDCCH with 2Tx antennas, pseudo-random manner is invalid since fixed two precoders are used for each PRB.
Observation 4: For precoder cycling, pseudo-random manner has higher complexity compared to sequentially and in a cyclic manner.
[bookmark: OLE_LINK28][bookmark: OLE_LINK29]Proposal 1: Sequentially and in a cyclic manner for precoder cycling is used for an MPDCCH search space.
Further, for an MPDCCH search space, in the methods of [2]~[4], the starting precoder which is used on the first subframe and PRB is predefined according to absolute subframe index. So the starting precoder can be updated between MPDCCH search spaces. And in [6] and [7], the starting precoder is determined via pseudo-random manner. Both kinds of methods can achieve precoder change between MPDCCH search spaces. However, pseudo-random manner does not provide benefit but has higher complexity. Therefore, it is not necessary to use a pseudo-random method to define the starting precoder of MPDCCH search space.
[bookmark: OLE_LINK26][bookmark: OLE_LINK27]Observation 5: For the definition of starting precoder of MPDCCH search space, pseudo-random manner does not provide benefit but has higher complexity.
Proposal 2: The starting precoder for MPDCCH search space is predefined based on frame number and subframe number.
Thus, for localized MPDCCH, the precoders in precoder set can be used sequentially and cyclically in frequency domain. And in time domain, the precoders can be used sequentially and cyclically across subframes. Then, the pattern of precoder cycling for localized MPDCCH is shown in Figure 1.
Proposal 3: For localized MPDCCH, the following precoder cycling is applied:
· In frequency domain, the precoders are used sequentially and cyclically in a subframe. 
· In time domain, the precoders are used sequentially and cyclically across subframes for a PRB. 


Figure 1 Precoder cycling for localized MPDCCH (4Tx antennas, 4 PRBs)
[bookmark: OLE_LINK16][bookmark: OLE_LINK17]For distributed MPDCCH, it is considered whether and how predefined pairs of Rank-1 precoders specified. For 2Tx antennas, since two rank-1 precoders are switched between REs, the performance of one precoder pair (0, 1) and two precoder pairs {(0, 1), (1, 0)} is similar. But two precoder pairs need to be cycled across subframes and PRBs. And the UE configured with one precoder pair can apply joint-PRB channel estimation to improve performance. The BLER curves for one precoder pair (0, 1) and two precoder pairs {(0, 1), (1, 0)} are shown in Figure 2. Therefore, fixed one precoder pair (0, 1) should be used for every subframe and PRB for 2Tx antennas. For 4Tx antennas, four rank-1 precoders need to be paired and cycled in time and frequency domain. Since transmission bandwidth of distributed MPDCCH is more than or equal to 2 PRBs, all the precoders can be traversed in a subframe. So how to predefine pairs of rank-1 precoders does not result in visible performance difference. Hence, based on sequentially and in a cyclic manner, every two consecutive precoders are paired in precoder set, i.e. (12, 13) and (14, 15). And these two precoder pairs are used alternately across subframes and PRBs. The pattern of precoder cycling for distributed MPDCCH is shown in Figure 3.
Proposal 4: For distributed MPDCCH, the following precoder cycling is applied:
· For 2Tx antennas, fixed two precoders are paired for every subframe and PRB.
· For 4Tx antennas, every two consecutive precoders are paired in precoder set. And these two pairs of precoders are used alternately across subframes and PRBs.
[image: ]
[bookmark: _GoBack]Figure 2 BLER performance for different precoder pairs


Figure 3 Precoder cycling for distributed MPDCCH (4Tx antennas, 4 PRBs)
Mapping based on CSI report
According to the agreements in RAN1#96bis and #98 meetings, when CSI-based precoding is configured:
· The UE monitors a set of MPDCCH candidates assuming the mapping between DMRS and CRS ports is based on a previously reported PMI.
· A fixed subset of the candidates in the MPDCCH search space(s) are reserved for the precoder cycling fallback.
[bookmark: OLE_LINK9][bookmark: OLE_LINK12]In eMTC, a UE-specific search space involves at most 16 MPDCCH candidates which are specified according to aggregation level, number of repetitions and MPDCCH candidate(s) in an aggregation level. For the UE configured with CE mode A, monitored MPDCCH candidates in USS can be listed in Table 1.
Table 1: MPDCCH candidates for CE mode A
	Number of PRBs in MPDCCH-PRB-set
	MPDCCH candidates

	2+4
	2
	[{2,R1,1} {4,R1,1} {4,R2,1} {8,R2,1}]

	
	4
	[{8,R1,2} {16,R1,1}
{8,R2,2} {16,R2,1}
{8,R3,1} {16,R3,1}]

	
	6
	[{24,R1,1}{24,R2,1}{24,R3,1}{24,R4,1}]

	2
	[{2,R1,2}{4,R1,1}{8,R1,1} 
{2,R2,2}{4,R2,1}{8,R2,1} 
{2,R3,2}{4,R3,1}{8,R3,1} 
{2,R4,2}{4,R4,1}{8,R4,1}]

	4
	[{2,R1,1}{4,R1,1}{8,R1,1}{16,R1,1} 
{2,R2,1}{4,R2,1}{8,R2,1}{16,R2,1} 
{2,R3,1}{4,R3,1}{8,R3,1}{16,R3,1}
{2,R4,1}{4,R4,1}{8,R4,1}{16,R4,1}]


Note that {R1, R2, R3, R4} is the number of repetition with {Rmax/8, Rmax/4, Rmax/2, Rmax} for Rmax8. 
One approach is to utilize the number of MPDCCH repetitions R1/R2/R3/Rmax to divide the set of MPDCCH candidates for precoder cycling fallback. It may be considered to specify MPDCCH candidates with Rmax for precoder cycling fallback and other candidates for CSI-based precoding. 
Another approach is to utilize the aggregation level to divide the set of MPDCCH candidates for precoder cycling fallback. Considering that MPDCCH performance will drop after fallback, higher aggregation levels can be selected for fallback and the remaining aggregation levels are used for CSI-based precoding. For example, MPDCCH candidates with 16 ECCEs are specified for precoder cycling fallback and other candidates are specified for CSI-based precoding. In particular, it can be considered that:
· For MPDCCH-PRB-set with 2 PRBs, MPDCCH candidates with 8 ECCEs for precoder cycling fallback;
· For MPDCCH-PRB-set with 4 PRBs, MPDCCH candidates with 16 ECCEs for precoder cycling fallback;
· For MPDCCH-PRB-set with 2+4 PRBs, MPDCCH candidates with 16 ECCEs for precoder cycling fallback.
In eMTC, CSI report is usually enabled for normal coverage and small number of repetitions. When configured maximum number of MPDCCH repetitions is less than 8, the candidates used for fallback account for a large proportion of the available candidates. For example, if MPDCCH candidates with Rmax are specified for precoder cycling fallback, half of the available candidates may be occupied by fallback for Rmax=2. Also, when Rmax is equal to 1, MPDCCH candidates for CSI-based precoding and MPDCCH candidates for precoder cycling fallback cannot be distinguished by using the number of repetitions.
Observation 6: In eMTC, CSI report is usually enabled for small number of repetitions, e.g. 1 or 2 repetitions.
Observation 7: If the number of MPDCCH repetitions is used to divide the set of MPDCCH candidates for precoder cycling fallback, 
· For Rmax = 2, half of the available candidates may be occupied by fallback.
· For Rmax = 1, the candidates for CSI-based precoding and the candidates for fallback cannot be distinguished by using the number of repetitions.
In addition, if the parameters used to divide the sets of MPDCCH candidates contain the number of repetitions, the blind detection cannot be early terminated. For example, if MPDCCH candidates with R4 are used for fallback, UE assumes that MPDCCH is transmitted using CSI-based precoding at R1, R2 and R3 repetitions. Then, when MPDCCH is transmitted with precoder cycling fallback and R4 repetitions, due to incorrect precoder assumptions at R1, R2 and R3 repetitions, the blind detection cannot be early terminated at R1, R2 and R3. 
Observation 8: If the parameters used to divide the set of MPDCCH candidates contain the number of repetitions, MPDCCH blind detection cannot be early terminated. 
Furthermore, number of channel estimations and LLR storage are taken into account for UE complexity. Consequently, we estimate the maximum number of channel estimations and LLR storage for above two approaches in MPDCCH-PRB-set of 4 PRBs. In particular, Approach 1 applies MPDCCH candidates with R4 for fallback and Approach 2 applies MPDCCH candidates with 16 ECCEs for fallback. And in estimation, the following two receivers be considered for MPDCCH transmission with repetitions:
· Receiver 1: Store received data and channel estimation at R1, R2, R3 and R4-> Merging and LMMSE -> Demodulation and decoding
· Receiver 2: Store LLR at R1, R2, R3 and R4 -> Merging and decoding
[bookmark: OLE_LINK31][bookmark: OLE_LINK32]Assuming that MPDCCH candidates with 2, 4 and 8 ECCEs have the same starting PRB, based on Receiver 1 or 2, Approach 1 and 2 perform the same maximum number of channel estimations, i.e.  channel estimations, wherein each channel estimation corresponds to 1 subframe and 1 PRB. The detail of channel estimation based on Receiver 1 is shown in table 1 in Annex. On the other hand, based on Receiver 2, Approach 1 needs to store up to 2 times of LLR at R1, R2 and R3, one of which is based on channel estimation with CSI-based precoding and the other is based on channel estimation with precoder cycling. Thus, it can be observed that using the number of repetitions and using aggregation level have the same maximum number of channel estimations. But using the number of repetitions may require larger LLR storage.
Observation 9: If the number of MPDCCH repetitions is used to divide the set of MPDCCH candidates for precoder cycling fallback, larger LLR storage may be required for MPDCCH.
In summary, the aggregation level is preferred to divide the set of MPDCCH candidates used for precoder cycling fallback.
Proposal 5: Aggregation level is used to distinguish MPDCCH candidates for CSI-based precoding and MPDCCH candidates for precoder cycling fallback.
· Higher aggregation level(s) are used for precoder cycling and remaining aggregation levels are used for CSI-based precoding.
Power offset between CRS and DMRS ports
In RAN1#95 meeting, it was agreed the power offset between CRS and DMRS ports of MPDCCH is indicated by SIB for UE in connected/idle mode. In our opinion, UEs could have different requirements with respect to transmission power. For the UE with extreme coverage, power boosting may be required. But for the UE with normal coverage, normal power is adequate. If the power offset between CRS and DMRS ports is indicated by SIB in connected mode, the transmission power can only be adjusted based on cell-specific level and cannot flexibly be configured between UEs. Therefore, we propose to add a UE-specific RRC signaling to indicate the power offset between CRS and DMRS ports besides SIB in connected mode. When the UE-specific RRC signaling is present, the power offset is informed by this signaling. And when the UE-specific RRC signaling is absent, the power offset is informed by SIB.
[bookmark: OLE_LINK11][bookmark: OLE_LINK10]Proposal 6: Besides SIB, UE-specific RRC signaling is considered to indicate the power offset between CRS and DMRS ports in connected mode.
3. Conclusion
In this contribution, we discuss MPDCCH performance improvement by using CRS. And the relevant observations and proposals are given as following:
Observation 1: In an MPDCCH search space for both localized and distributed transmission, pseudo-random manner is likely to generate the same precoder in adjacent subframes or PRBs so that the performance of MPDCCH would decrease, especially for small MPDCCH bandwidth or number of repetitions.
Observation 2: For distributed MPDCCH, pseudo-random manner is likely to generate the same precoder in a PRB so that the performance decreases.
Observation 3: For distributed MPDCCH with 2Tx antennas, pseudo-random manner is invalid since fixed two precoders are used for each PRB.
Observation 4: For precoder cycling, pseudo-random manner has higher complexity compared to sequentially and in a cyclic manner.
Observation 5: For the definition of starting precoder of MPDCCH search space, pseudo-random manner does not provide benefit but has higher complexity.
Observation 6: In eMTC, CSI report is usually enabled for small number of repetitions, e.g. 1 or 2 repetitions.
Observation 7: If the number of MPDCCH repetitions is used to divide the set of MPDCCH candidates for precoder cycling fallback, 
· For Rmax = 2, half of the available candidates may be occupied by fallback.
· For Rmax = 1, the candidates for CSI-based precoding and the candidates for fallback cannot be distinguished by using the number of repetitions.
Observation 8: If the parameters used to divide the set of MPDCCH candidates contain the number of repetitions, MPDCCH blind detection cannot be early terminated. 
Observation 9: If the number of MPDCCH repetitions is used to divide the set of MPDCCH candidates for precoder cycling fallback, larger LLR storage may be required for MPDCCH.
Proposal 1: Sequentially and in a cyclic manner for precoder cycling is used for an MPDCCH search space.
Proposal 2: The starting precoder for MPDCCH search space is predefined based on frame number and subframe number.
Proposal 3: For localized MPDCCH, the following precoder cycling is applied:
· In frequency domain, the precoders are used sequentially and cyclically in a subframe. 
· In time domain, the precoders are used sequentially and cyclically across subframes for a PRB. 
Proposal 4: For distributed MPDCCH, the following precoder cycling is applied:
· For 2Tx antennas, fixed two precoders are paired for every subframe and PRB.
· For 4Tx antennas, every two consecutive precoders are paired in precoder set. And these two pairs of precoders are used alternately across subframes and PRBs.
Proposal 5: Aggregation level is used to distinguish MPDCCH candidates for CSI-based precoding and MPDCCH candidates for precoder cycling fallback.
· Higher aggregation level(s) are used for precoder cycling and remaining aggregation levels are used for CSI-based precoding.
Proposal 6: Besides SIB, UE-specific RRC signaling is considered to indicate the power offset between CRS and DMRS ports in connected mode.
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5. Annex
Table A-1 Channel estimation for 16 MPDCCH candidates for 4 PRBs (based on Receiver 1)
	
	Method 1:
MPDCCH candidates with Rmax for fallback
	Method 2:
MPDCCH candidates with 16 ECCEs for fallback

	
	PRB#0
	PRB#1
	PRB#2
	PRB#3
	PRB#0
	PRB#1
	PRB#2
	PRB#3

	2/4 ECCEs, R1
	HPMI,R1
	—
	—
	—
	HPMI,R1
	—
	—
	—

	8 ECCEs, R1
	—
	HPMI,R1
	—
	—
	—
	HPMI,R1
	—
	—

	16 ECCEs, R1
	—
	—
	HPMI,R1
	HPMI,R1
	Hcycling,R1
	Hcycling,R1
	Hcycling,R1
	Hcycling,R1

	2/4 ECCEs, R2
	HPMI,R2
	—
	—
	—
	HPMI,R2
	—
	—
	—

	8 ECCEs, R2
	—
	HPMI,R2
	—
	—
	—
	HPMI,R2
	—
	—

	16 ECCEs, R2
	—
	—
	HPMI,R2
	HPMI,R2
	Hcycling,R2
	Hcycling,R2
	Hcycling,R2
	Hcycling,R2

	2/4 ECCEs, R3
	HPMI,R3
	—
	—
	—
	HPMI,R3
	—
	—
	—

	8 ECCEs, R3
	—
	HPMI,R3
	—
	—
	—
	HPMI,R3
	—
	—

	16 ECCEs, R3
	—
	—
	HPMI,R3
	HPMI,R3
	Hcycling,R3
	Hcycling,R3
	Hcycling,R3
	Hcycling,R3

	2/4 ECCEs, R4
	Hcycling,R1
Hcycling,R2
Hcycling,R3
Hcycling,R4
	—
	—
	—
	HPMI,R4
	—
	—
	—

	8 ECCEs, R4
	—
	Hcycling,R1
Hcycling,R2
Hcycling,R3
Hcycling,R4
	—
	—
	—
	HPMI,R4
	—
	—

	16 ECCEs, R4
	—
	—
	Hcycling,R1
Hcycling,R2
Hcycling,R3
Hcycling,R4
	Hcycling,R1
Hcycling,R2
Hcycling,R3
Hcycling,R4
	Hcycling,R4
	Hcycling,R4
	Hcycling,R4
	Hcycling,R4

	Note: 
Hx,R1: Channel estimation for subframe #n~ n+R1-1 (R4*1/8 subframes)
Hx,R2: Channel estimation for subframe #n+R1~ n+R2-1 (R4*1/8 subframes)
Hx,R3: Channel estimation for subframe #n+R2~ n+R3-1 (R4*1/4 subframes)
Hx,R4: Channel estimation for subframe #n+R3~ n+R4-1 (R4*1/2 subframes)
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