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1	Introduction
In RAN1#97 and RAN1#98, several agreements (as cited in the appendix) were made related to physical layer control procedures for NTN. In addition, other issues related to physical layer control procedures for NTN were discussed offline and summarized in [1].  In this contribution, we provide our views on physical layer control procedures for further progress.
2 CSI
In this section, we present link level evaluation results based on inner-loop link adaption supported (i.e., with HARQ ACK/NACK disabled) in NTN scenarios. The detailed evaluation assumptions are given in the Appendix.
We first compare the throughput loss resulting from increasing feedback delay. The results corresponding to UE speeds of 3 km/hr and 30 km/hr are shown in Figure 1 and Figure 2, respectively. We assume that Doppler due to the satellite mobility is compensated for, meaning that the UE mobility is the only factor influencing the Doppler. The feedback is limited to CQI reporting (note that we are considering a rank 1 scenario where rank is fixed to 1 and PMI feedback is not needed). 
From Figure 1, it is noticed that the extent of throughput loss depends on whether the channel is LOS or NLOS.
· For LOS conditions, the throughput loss appears to be fairly limited.  For instance, at an SNR of 15 dB, there is a throughput loss of around 15% as the feedback delay increases from 6 ms to 201 ms at a UE speed of 3 km/hr.
· For NLOS conditions, the throughput loss is more notable. At an SNR of 15 dB, there is a throughput loss of around 35% as the feedback delay increases from 6 ms to 201 ms at a UE speed of 3 km/hr.
In LOS conditions, the channel is fairly stable and CSI aging is less of a problem.  This explains why the throughput loss is fairly limited for the LOS channel. It should be noted that a vast majority of the channel conditions for NTN is LOS. Hence, from these results, it can be observed that CSI aging is less of a problem for NTN LOS conditions.
In NLOS conditions, as the channel ages, the gNB schedules the UE with outdated MCS which in turn results in throughput loss. However, beyond 40 ms feedback delay, there is no further throughput loss. The coherence time in the case of Figure 1 is ~180 ms.  So once the feedback delay is beyond a notable fraction of the coherence time, further feedback delays do not hurt the throughput performance further.  
[bookmark: _Toc21087757]For LOS conditions, which represent the vast majority of the NTN channel conditions, the throughput loss due to CSI aging is fairly limited.  For instance, at a SNR of 15 dB, there is a throughput loss of around 15% as the feedback delay increases from 6 ms to 40 ms at a UE speed of 3 km/hr.
[bookmark: _Toc21087758]For NLOS conditions, which happen less often in NTN channel conditions, the throughput loss is more notable.  For instance, at a SNR of 15 dB, there is a throughput loss of around 35% as the feedback delay increases from 6 ms to 201 ms at a UE speed of 3 km/hr.
[bookmark: _Toc21087759]For NLOS conditions, which happen less often in NTN channel conditions, the throughput loss saturates beyond a certain feedback delay depending on the UE speed.  For instance, the throughput loss saturates beyond 201 ms feedback delay at a UE speed of 3 km/hr.
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	(a) LOS (NTN TDL C)
	(b) NLOS (NTN TDL A)


[bookmark: _Ref21045026]Figure 1  Evaluation results on impact of feedback delay on throughput at UE speed of 3 km/hr
Figure 2 shows the corresponding results for a UE speed of 30 km/hr under the assumption of ideal channel estimation. In this case, as the feedback delay increases from 6 ms to 201 ms, there is almost no observable throughput loss. This makes sense as the channel is fairly stable in the LOS case whereas in the NLOS case throughput loss is reduced as the channel coherence time is much smaller compared to the case with 3 km/hr UE speed.
[bookmark: _Toc21087760]With a UE speed of 30 km/hr, there is almost no observable throughput loss as the feedback delay increases from 6 ms to 201 ms.
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	(a) LOS (NTN TDL C)
	(b) NLOS (NTN TDL A)


[bookmark: _Ref21045091]Figure 2  Evaluation results on impact of feedback delay on throughput at UE speed of 30 km/hr
One of the schemes proposed in RAN1#97 was ‘AMC with CQI reflecting only long-term fading’.  Hence, we evaluated a scenario where the UE averages channel measurements over consecutive number of CSI-RS periodicities and reports a CSI based on the averaged channel. Results corresponding to the case of 3 km/hr is shown in Figure 3 where ideal channel estimation is assumed. In this figure, the feedback delay is fixed at 201 ms, while the number of CSI-RS periodicities over which averaging is performed is varied. The case with no channel averaging is used as the baseline. From the results in Figure 3, it is noted that at 3 km/hr UE speed, channel averaging to capture long-term fading does not improve throughput for both LOS and NLOS conditions. Based on these results, we make the following observation:
[bookmark: _Toc21087761]At 3 km/hr UE speed with ideal channel estimation, channel averaging to capture long-term fading does not improve throughput compared to the case with no channel averaging.
Performance of channel averaging under non-ideal conditions (e.g., non-ideal channel estimation, with interference modeled, etc.) can be further evaluated. It should be noted, however, that if time domain measurement restriction is turned off, channel averaging is currently left up to UE implementation.  Hence, it should be first understood if there are any benefits to specifying network-controlled CSI averaging (which requires spec enhancements) or if it is sufficient to leave CSI averaging up to UE implementation (which does not require any spec changes). 
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	(a) LOS (NTN TDL C)
	(b) NLOS (NTN TDL A)


[bookmark: _Ref21045155]Figure 3  Evaluation results reflecting for channel averaging to capture long-term fading at 3 km/hr
3 UL power control
The NR physical layer (see TS 38.213) specifies uplink power control algorithms for the support of PUSCH, PUCCH, SRS and PRACH transmissions in RRC Connected mode. Common to these algorithms is that they contain an open loop power control component which adapts the UE’s output power according to the estimated pathloss PL. PL is defined as the difference between the base station reference signal power and the higher layer filtered RSRP.
RSRP is first estimated by the UE according to the measurement definitions in TS 38.215. The estimates are then filtered in layer 1 (L1), and finally in layer 3 (L3). The L3 filtering is based on a recursive filter configured by RRC according to TS 38.331, section 5.5.3.2:
	“Fn = (1 – a)*Fn-1 + a*Mn
	where
Mn is the latest received measurement result from the physical layer;
Fn is the updated filtered measurement result, that is used for evaluation of reporting criteria or for measurement reporting;
[bookmark: _Hlk1082727]Fn-1 is the old filtered measurement result, where F0 is set to M1 when the first measurement result from the physical layer is received; and a = 1/2(ki/4), where ki is the filterCoefficient for the corresponding measurement quantity of the i:th QuantityConfigNR in quantityConfigNR-List, and i is indicated by quantityConfigIndex in MeasObjectNR;”
The L1 filtering is to a large extent up to implementation, but TS 38.331, section 5.5.3.2, requires that the L1 measurement period is equal to one intra-frequency L1 measurement period: 
“2>	adapt the filter such that the time characteristics of the filter are preserved at different input rates, observing that the filterCoefficient k assumes a sample rate equal to X ms; The value of X is equivalent to one intra-frequency L1 measurement period as defined in TS 38.133 [14] assuming non-DRX operation, and depends on frequency range.”
The intra-frequency L1 measurement period X is defined in TS 38.133, section 9.2.5.2. It depends on the configuration, but equals at least 200 ms in the case of SSB being used for RSRP measurements, when connected mode DRX is not configured. The below figure illustrates the normalized filter response for the default filter configuration (ki = 4) and the maximum length configuration (ki = 19).
[image: ]
Figure 4 Normalized filter response for 200 ms input rate and the default and max filter lengths.
In the normal case, it is expected that the UE operates under clear sky conditions with line of sight (LOS) to the serving satellite. A long filter configuration is then beneficial to provide maximum reduction of L1 RSRP estimation error including the component stemming from the intrinsic thermal noise in the RF of the UE which typically impairs RSRP measurements. This is illustrated in the next figure where a vector N of samples from a, between -5 to 5 dB, uniformly distributed L1 estimation error are filtered by the L3 default filter, and by the longest available L3 filter configuration. It is seen that the longest filter configuration based on ki = 19 is outperforming the default configuration. This is a simple model which is based on the required L1-RSRP accuracy specified to 5 dB for FR1 in normal conditions (see TS 38.133). 
[image: ]
Figure 5 Impact of L3 filtering on a uniformly distributed noise source. 
Since the channel power variations will be very limited in LOS the slowness of a long filter configuration is not expected to impact performance in most cases. The NR radio must, however, be prepared to manage scenarios where pathloss changes drastically in both GEO and LEO scenarios. One example of such scenarios is blockage. If the line of sight to the satellite is blocked by objects such as buildings, trees, bridges, etc., there would be sudden drop in path gains. TR 38.811 models the blocking case by means of a LOS probability and the clutter loss which ranges up to 44 dB. This implies that the radio link needs to be able to handle quick and drastic changes of the channel strength. The next figure presents a coupling loss trace from a VSAT UE in an arbitrary LEO scenario where clutter losses up to around 12 dB are experienced. The UE is assumed to move at 30 km/h in a rural environment. 
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Figure 6 Coupling loss variations due to LOS to NLOS transitions for a LEO, Ka-band, case.
In scenarios like this it is important that the UE can quickly adapt the UL power accordingly. In Release 15 the RSRP L3 filter rate is RRC configurable. But due to the large RTT in NTNs, especially in the case of GEO, it appears to be inefficient to use RRC reconfiguration for adapting the L3 filter response time when a UE makes a transition from LOS to NLOS conditions. Instead the UE can e.g. be configured with multiple L3 filter settings, and be required to use the long filter under stable RSRP conditions but switch to a shorter filter when significant changes in RSRP are detected in the lower layers. It is therefore proposed that RAN1 until the next meeting studies methods for adaptive UE configuration of L3 filter coefficient supported by RRC configuration.
[bookmark: _Toc21087763]Study adaptive UE configuration of L3 filter coefficients supported by RRC configuration. 
4 Polarization mode configuration
During the ongoing SI on NTN it has become clear that an important function for mitigating inter-cell interference in an NTN network is to configure neighbouring cells with different polarization modes. Due to the Faraday rotation, a popular choice is to use right hand circular polarization (RHCP) and left hand circular polarization (LHCP) modes. A typical scenario could be to configure the DL and UL in cells with an even cell identity to use RHCP, and the remaining cells to use LHCP. 
Although NR supports a sophisticated beam management framework, the specifications do not support deterministic configuration of transmitter and receiver polarization modes. The physical layer specifications can be said to end at the antenna port. The mapping from antenna port to antenna connectors and the actual antenna implementation are up to implementation under the condition that RAN4 and RAN5 requirements on e.g. radiated power and emissions are met.
To support NTN, it is proposed to be agreed that NR should support the configuration of polarization modes for transmissions and receptions in an NTN network. The extent to which this support needs to be captured in the specifications and how it is captured needs further study.
[bookmark: _Toc21087764]NR should support the configuration of polarization modes for transmissions and receptions in an NTN network. 
5 Beam management
Beam management for NTN was briefly discussed in the last RAN1 meetings. Our view is that before discussing potential enhancements, it is important to first understand how beamforming works in satellite access systems, study the interplay between satellite beamforming and NR beam management framework, and check if there is any issue.
As an example, TR 38.821 captures two options for PCI and SSB mapping into satellite beams:
· Option a) same PCI for several satellite beams 
· Option b) one PCI per satellite beam
[image: ]
Figure 7: Options for PCI and SSB mapping into satellite beams (Figure 7.3.1-1 in TR 38.821)
Several questions of interest on satellite beamforming are in order.
· How fast can the beams be updated (to produce different beam sizes and/or different beam pointing directions)?
· Is it feasible to generate a wide beam and several narrow beams within the wide beam at the same time in the same frequency?
· Is it feasible to generate a wide beam and several narrow beams within the wide beam at the same time in different frequencies?
· Is beam sweeping necessary for several narrow beams mapped to the same PCI?
· How many antenna ports (with either the same or different polarizations) per beam are typically visible to a UE?
The answers to these questions are likely implementation dependent and also may vary for different satellite systems. Nevertheless, some reference answers would facilitate beam management discussions for NTN.   
[bookmark: _Toc21087765]Input from satellite companies on satellite beamforming is needed to understand the interplay between satellite beamforming and NR beam management framework. 
6 PHY impact of feeder/service link switch
The impact of feeder link switch has been extensively discussed in RAN2, as captured in the TR 38.821. As the satellite moves, it is possible that the service link remains the same but the feeder link switches from one satellite gateway to another. From a UE perspective, this means that the ground serving RAN node changes when the satellite gateway changes. This scenario is illustrated in Figure 8, where the satellite feeder link switches from Gateway 1 (T1) to Gateway 2 (T2). 

[image: ]
[bookmark: _Ref20743690]Figure 8: Feeder link switches while service link remains the same
In the second scenario, it is possible that a satellite moves out-of-view of a certain area or cell as well as the satellite-gateway. This typically happens when it disappears beneath the horizon for UE currently camped-on as well as the satellite-gateway and a new satellite emerges as the node serving the cell.
RAN2 has studied the impact of feeder/service link switch on higher layer protocols. It is essential that the PHY layer design in NTN considers the impact of feeder/service link switch to ensure a smooth transition. 
· Coping with transmission interruptions: There will be an idle period of the satellite transmission/reception, when the satellite switches its connection from the old gateway to the new gateway or when the service link switches. During the transition, a UE should not transmit in the uplink, which may impact configured grant based UL transmission.
· Timing Advance (TA) update. The TA values configured for the previous gateway will need to be updated for the new gateway for feeder link switch. Similarly, the TA values configured for the previous satellite will need to be updated for the new satellite for service link switch.
· Time/frequency re-synchronization. The downlink frequency and timing may also need to be updated. For example, consider the scenario in Figure 8, where the timing based on the link distance T1+T3 needs to be updated based on T2+T3. In other words, a UE should perform DL synchronization again after the feeder/service link switch. How should an NTN network make UE aware of the feeder/service link switch and the need of performing re-synchronization?
· Random access attempts. There will possibly be a massive number of random-access attempts by UEs to acquire re-synchronization following the switch. This can increase the collisions for contention-based random access, which may overburden the network and also increase the access latency and power consumption. How should an NTN network regulate such attempts in the wake of the feeder/service link switch events?  
These switching events are expected to be predictable in nature, meaning that the network may anticipate such events and perform proactive actions to help ensure a smooth transition. To mitigate the effects of a moving RAN, the network may send switch-related information to the UEs to help prepare for the switch.
[bookmark: _Toc21087762]Feeder/service link switch has profound impact on NTN PHY layer procedures, transmissions and receptions of physical channels and signals.
[bookmark: _Toc21087766]RAN1 to identify the impact of feeder/service link switch on NTN PHY layer and if necessary, study solutions to enhance PHY layer procedures, transmissions and receptions of physical channels and signals to cope with feeder/service link switch.
Conclusion
In the previous sections, we discuss NTN physical layer control procedures. We made the following observations: 
Observation 1	For LOS conditions, which represent the vast majority of the NTN channel conditions, the throughput loss due to CSI aging is fairly limited.  For instance, at a SNR of 15 dB, there is a throughput loss of around 15% as the feedback delay increases from 6 ms to 40 ms at a UE speed of 3 km/hr.
Observation 2	For NLOS conditions, which happen less often in NTN channel conditions, the throughput loss is more notable.  For instance, at a SNR of 15 dB, there is a throughput loss of around 35% as the feedback delay increases from 6 ms to 201 ms at a UE speed of 3 km/hr.
Observation 3	For NLOS conditions, which happen less often in NTN channel conditions, the throughput loss saturates beyond a certain feedback delay depending on the UE speed.  For instance, the throughput loss saturates beyond 201 ms feedback delay at a UE speed of 3 km/hr.
Observation 4	With a UE speed of 30 km/hr, there is almost no observable throughput loss as the feedback delay increases from 6 ms to 201 ms.
Observation 5	At 3 km/hr UE speed with ideal channel estimation, channel averaging to capture long-term fading does not improve throughput compared to the case with no channel averaging.
Observation 6	Feeder/service link switch has profound impact on NTN PHY layer procedures, transmissions and receptions of physical channels and signals.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Study adaptive UE configuration of L3 filter coefficients supported by RRC configuration.
Proposal 2	NR should support the configuration of polarization modes for transmissions and receptions in an NTN network.
Proposal 3	Input from satellite companies on satellite beamforming is needed to understand the interplay between satellite beamforming and NR beam management framework.
Proposal 4	RAN1 to identify the impact of feeder/service link switch on NTN PHY layer and if necessary, study solutions to enhance PHY layer procedures, transmissions and receptions of physical channels and signals to cope with feeder/service link switch.

[bookmark: _In-sequence_SDU_delivery][bookmark: _Ref510504022][bookmark: _Ref510814820][bookmark: _Ref174151459][bookmark: _Ref189809556]References
[bookmark: _Ref21087754]R1-1909485, FL summary#0 for physical layer control procedures for NTN, Ericsson.
Appendix 1: RAN1 agreements
RAN1#97

Agreement:
The need and the applicable scenarios for potential enhancements (with respect to the power control schemes in NR Rel-15) for both open-loop and closed-loop power control for NTN are to be studied.  

Agreement:
Study the performance of AMC in NTN considering at least the following solutions (some solutions may have no specification impact):
· Prediction-based link adaptation with prediction confidence level
· AMC with CQI reflecting only long-term fading
· Additional BLER targets for CQI reporting to limit number of retransmissions and latency
· CQI offset applied by gNB
· Finer granularity of CQI
· Prediction based CQI reporting


RAN1#98

Agreement:
For UL transmission timing, introduce an offset Koffset  for NR NTN.
· For UL HARQ-ACK on PUCCH, where HARQ ACK on PUCCH is transmitted on slot n + K1 + Koffset when a scheduling DCI is received in slot n.
· For UL transmission on PUSCH, where PUSCH is transmitted on slot  when a scheduling DCI is received in slot n.
· For CSI transmission on PUSCH, where CSI on PUSCH is transmitted on slot n +K+Koffset, when the DCI with CSI request is received in slot n and K is selected by the DCI.
· For a CSI report in uplink slot n’, the CSI reference resource is given in downlink slot n-nCSI_ref, where [image: ] and nCSI_ref is as defined in 38.214.
· Koffset  is per beam or per-cell 
· FFS: Whether Koffset is derived from broadcast information or is signaled by higher layers.

Appendix 2: Evaluation Assumptions for CSI
	Parameters 
	Value 

	Carrier frequency 
	2 GHz  

	Scenario
	Suburban (10o Elevation angle)

	Channel Models
	NTN TDL A and NTN TDL C

	BW 
	10 MHz 

	Subcarrier spacing 
	15 kHz 

	Number of antennas
	1 at gNB and 2 at UE

	Pathloss offset of 2nd TRP 
	0 dB 

	Channel estimation 
	Ideal

	CSI reporting periodicity
	5 ms 

	Time and frequency tracking
	Ideal
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