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[bookmark: _Ref5850594]Introduction
[bookmark: _Ref8167685]Based on the agreements made in RAN1#98 [2] and the updated timeline (see section 3) informed with the WID [1], the following items will be summarized in this contributions to facilitate progress based on the submitted contributions ([4]-[21]) combined with the outcomes of offline email discussion led by the FL [3]:
1. Further details on CSI measurement and reporting 
2. UE capability issues
3. CBSR
4. UCI omission 
5. RI=3-4 Type II port selection 

[bookmark: _Ref529369566]Summary 
1 
2 
Further details on CSI measurement and reporting for Rel.16 Type II 
As the design of Rel.16 Type II codebook (with DFT-based compression) is close to completion, it is natural that companies start spotting some further details on the respective CSI reporting aspects. The following issues are discussed and proposed:
[bookmark: _Ref21380556]Table 1 Further details on CSI reporting for Rel.16 Type II codebook
	Issue
	Companies
	Description of proposal

	Edge CQI SB
	Ericsson, Huawei/HiSi
	When edge CQI sub-band size is less than the configured PMI sub-band size and R=2, UE reports only one PMI associated with the edge CQI sub-band

	SP CSI
	CATT, Ericsson, Intel, Nokia/NSB,  Qualcomm, Samsung
	SP CSI reporting of Part-1-only CSI on PUCCH format 3 and 4 is not supported

	Sub-band configuration
	CATT, Ericsson, Fraunhofer/HHI, MotM/Lenovo, NEC, Nokia/NSB, OPPO, Qualcomm, Samsung, ZTE
	Support only contiguous sub-band configuration

	CPU usage
	Ericsson, Qualcomm, ZTE
	· Use of two CPUs for L=6 (ZTE)
· For R=2, use two CPUs: Qualcomm, Ericsson

	Resource/port occupation
	Qualcomm
	For R=2, a CSI-RS resource and the ports within the resource are counted twice.



Proposal: On further details for CSI reporting pertaining to the Rel.16 Type II codebook: 
· Agree on the following:
· When edge CQI sub-band size is less than the configured PMI sub-band size and R=2, UE reports only one PMI associated with the edge CQI sub-band
· SP CSI reporting of Part-1-only CSI on PUCCH format 3 and 4 is not supported
· Support only contiguous sub-band configuration
· In RAN1#98bis, further discuss the remaining proposals listed in Table 1 and decide whether they can be agreed and, if so, along with the necessary refinements or alternatives.  

UE capability
The proposals from different companies can be summarized below. Note that whether a feature is mandatory or optional is conditioned on the support for Rel.16 Type II codebook. That is, 
· “Mandatory” implies that the (sub-)feature is always supported when the UE is capable of Rel.16 Type II codebook. In other words, this feature is considered basic. 
· “Optional” implies that a separate UE (sub-)capability is needed (hence not necessarily supported) even when the UE is capable of Rel.16 Type II codebook. In other words, this feature is considered advanced.   

[bookmark: _Ref21380680]Table 2 UE capability: summary of companies’ views
	Category
	Views

	L 
	Mandatory for L=2, 4 and optional for L=6: Ericsson, Fraunhofer/HHI, Nokia/NSB, Qualcomm, Samsung

	Maximum rank
	Mandatory for 1 and 2, optional for 3 and 4: Ericsson, Nokia/NSB, Qualcomm

	Rel-16 Port-selection
	Rel-16 Type II and Rel-16 Type II port-selection are separate UE capabilities (analogous to Rel-15): Qualcomm

	R=2
	· Mandatory for R=1,2: CATT, Ericsson, Fraunhofer/HHI
· Mandatory for R=1,2 with capability signaling of {R=1} or {R=1,2}: Nokia/NSB
· Mandatory for R=1, optional for R=2: Samsung, Qualcomm, OPPO
Mandatory for N3<=19, optional for N3>19: Intel, ZTE

	Extension of Rel.15 capabilities for 
	List of supported combinations of the maximum number of CSI-RS ports, the maximum number of resources, the total number of Tx ports across all CCs within a band simultaneously across all the supported codebook types: Intel

	Maximum number of CSI reporting settings for a UE
	Increase to 8 at least for AP-CSI: Ericsson, Nokia/NSB, ZTE

	UE capability defined as a combination of UE capability parameters if multiple parameters are supported
	ZTE
[Note from FL: It is unclear why this is needed since the set of parameter combination is already finalized. 
Note from ZTE: It’s not related with the set of codebook parameter combinations. Instead, it’s about UE capability parameters. If more than one UE capability parameters are supported, e.g., maxRank, N3/R, the intention is to control the total number of combinations by reporting the parameter as a joint combination/encoding. RAN1 should make the decision on the total number of combinations and candidate values instead of RAN2. In addition this may be a RAN2 issue.]

	Optimization/enhancement for and/or reuse/extension of Rel.15 UE capability signaling
	Intel, Qualcomm
[Note from FL: This seems to be a RAN2 issue]
Note from Qualcomm: Current signaling assumes per codebook capability. To accommodate the case multiple codebook types are processed simultaneously, the UE may have to underreport its capability. The proposal is to study solutions to address the underreporting issue.



Proposal: On UE capability issues: 
· For a UE capable of Rel.16 Type II codebook, agree on the following:
· Mandatory support for L=2, 4; optional support for L=6 
· Mandatory support for maximum rank of 1 and 2; optional support for maximum rank of 3 and 4 
· Separate UE capabilities for the “regular” Rel.16 Type II and Rel.16 Type II port selection codebooks
· In RAN1#98bis, further discuss the remaining proposals listed in Table 2 and decide whether they can be agreed and, if so, along with the necessary refinements or alternatives.  
· [bookmark: _GoBack]Note: for discussion purposes:
· “Mandatory” implies that the (sub-)feature is always supported when the UE is capable of Rel.16 Type II codebook. In other words, this feature is considered basic. 
· “Optional” implies that a separate UE (sub-)capability is needed (hence not necessarily supported) even when the UE is capable of Rel.16 Type II codebook. In other words, this feature is considered advanced.   

UCI omission
The following was agreed in RAN1#98 [2]:
	The selected UCI omission scheme should meet the following criteria when CSI omission occurs:
1. CSI calculation is identical to that for without omission – otherwise the UE may end up recalculating the CSI if UCI omission occurs.
a. When UCI omission occurs, the associated CQI may not be calculated conditioned on the PMI after omission
2. The occurrence of UCI omission can be inferred from the associated CSI report without any extra signaling.  
3. The resulting UCI payload after omission should not be ambiguous (payload ambiguity would require the gNB to perform blind decoding of UCI Part 2).
4. When CSI omission occurs, dropping all NZCs associated with any particular layer should not be done. 
Note: CSI omission occurs when the allocated UL resource for UCI is not sufficient for full CSI reporting.






Denote the non-zero LC coefficient (NZC) associated with layer , beam , and FD-basis  as . The associated bitmap component (including zero(s)) is.
For the purpose of UCI omission, the parameters in UCI Part 2 is divided into 3 groups where Group n is of a higher priority than Group (n+1), n=0, 1.

When the UE is configured to report NRep CSI reports,
· Group 0 includes at least: SD rotation factors, SD indicator, and SCI(s) for all the NRep reports, 
· 
[bookmark: MTBlankEqn]For each of the NRep reports, Group 1 includes at least: reference amplitude(s) for weaker polarization, , FD indicator
· 
For each of the NRep reports, Group 2 includes at least: 
· Note: G1 and G2 exclude the indices associated with the strongest coefficient(s) 

In RAN1#98bis, decide the following aspects. If there is no consensus in RAN1#98bis, UCI omission for Rel.16 Type II codebook is not supported in Rel.16 (i.e. UCI omission can be performed via UE implementation).

1. Priority rule for determining G1 and G2: down select from the following:
· 

Alt 1.1: LC coefficients are prioritized from high to low priority according to (,l,m) (index triplet, the   highest priority coefficients belong to G1 and the  lowest priority coefficients belong to G2. Priority level is calculated as Prio(,l,m)=2L.RI. Perm1(m)+RI. Perm2(l)+
· FFS: Exact structure of index permutation function Perm1(.) and Perm2(.), including no permutation
· 

Alt 1.2: The NZ coefficients  are sorted sequentially 0 to KNZ– 1 in the following order, based on lm indexing (layer  SD  FD), or based on l m indexing (SD  layer  FD). The group G1 comprises at least firstsorted coefficients, and group G2 comprises the remaining second sorted coefficients.
· 

Alt 1.3: LC coefficients are prioritized from high to low priority according to (,l,m) index triplet, the  highest priority coefficients belong to G1 and the   lowest priority coefficients belong to G2. Priority level is calculated as Prio(,l,m)=2L.RI. Perm1(m)+RI. Perm2(l)+
· FFS: Exact structure of index permutation function Perm1(.) and Perm2(.), including no permutation

2. 
Which group(s)  belong to: down select from the following 
· 

Alt 2.1: (only coupled with Alt 1.1) First bits according to Prio(,l,m) value belong in Group 1, last according to Prio(,l,m) value belong in Group 2
· 

Alt 2.2: (only coupled with Alt 1.2) Bitmap and coefficients are segmented together into M segments (M = number of FD basis indices). Group 1 contains M1 segments and Group 2 contains M2 segments, where M = M1+M2. Each segment contains the bitmap (sub-bitmap) associated with all RI layers, all SD components and a single FD component and the corresponding combining coefficients. The payload size of Group 1 is given by  (N= number of bits for amplitude and phase). The payload size of Group 2 is . 
· FFS: Segmentation of sub-bitmap and coefficients per segment 
· 

Alt 2.3: (only coupled with Alt 1.3) First bits according to Prio(,l,m) value belong in Group 1, last  according to Prio(,l,m) value belong in Group 2
· Alt 2.4 (only coupled with Alt 1.1) First RI.LM bits according to Prio(,l,m) value belong in Group 1, last RI.LM  according to Prio(,l,m) value belong in Group 2
· 
Alt2.5: (applicable to any Alt1.x) Bitmap  is included in Group 0
· 
Alt2.6: (applicable to any Alt1.x) Bitmap  is included in Group 1



Based on the above categorization, the following down selection has been agreed during offline email discussion [3]:

Table 3 Offline observation and agreement [3]
	Observation: On UCI omission for Rel.16 Type II codebooks 
· On G1/G2 priority rule, Alt1.2 with layerSDFD indexing is equivalent to Alt1.1 without permutation. Therefore, there is consensus on the support for:
· LayerSDFD (lm) indexing (note: this simply narrows down the choices for Prio(.) function)
· Priority level definition: If priority levels of two LCCs and are such that , LCC  has a higher priority over 
· Three alternatives remain to finalize the UCI omission scheme:
· Alt A (cf. Alt1.1+2.6 no permutation, currently supported by 5 companies).  
· 

G1 comprising the  highest priority coefficients and G2 comprising the  lowest priority coefficients
· 
Priority level is calculated as Prio(,l,m)=2L.RI.m+RI.l+ (i.e. no permutation), and bitmap  is included in G1
· Main arguments from the proponents include simplicity considering that UCI omission should only be used in case of emergency and that the overhead saving from bitmap partitioning may not be significant 
· Alt B (cf. Alt1.1+2.6 with permutation, currently supported by 5 companies).
· 

G1 comprising the  highest priority coefficients and G2 comprising the  lowest priority coefficients
· 
Priority level is calculated as Prio(,l,m)=2L.RI. Perm1(m)+RI. Perm2(l)+, and bitmap  is included in G1
· FFS: the functions Perm1(m) and Perm2(l)
· Main arguments from the proponents include the additional robustness from preserving stronger LCCs even in emergency situation and that the overhead saving from bitmap partitioning may not be significant
· Alt C (Alt1.2+2.2, currently supported by 5 companies). 
· 

G1 comprising more than  highest priority coefficients and G2 comprising the remaining (<) lowest priority coefficients for the same bit-width as G1 of Alt A/B
· Priority level is calculated as Prio(,l,m)=2L.RI.m+RI.l+ (i.e. no permutation), and bitmap location is according to Alt2.2 (cf. agreement in RAN1#98)
· Main arguments from the proponents include simplicity considering that UCI omission should only be used in case of emergency and some additional overhead saving from bitmap partitioning

Offline agreement: On UCI omission for Rel.16 Type II codebooks
· Priority level definition: If priority levels of two LCCs and are such that , LCC  has a higher priority over 
· In RAN1#98bis, select one from the following 3 alternatives:
· Alt A (cf. Alt1.1+2.6 no permutation).  
· 

G1 comprising the  highest priority coefficients and G2 comprising the  lowest priority coefficients
· 
Priority level is calculated as Prio(,l,m)=2L.RI.m+RI.l+ (i.e. no permutation), and bitmap  is included in G1
· Alt B (cf. Alt1.1+2.6 with permutation).
· 

G1 comprising the  highest priority coefficients and G2 comprising the  lowest priority coefficients
· 
Priority level is calculated as Prio(,l,m)=2L.RI. Perm1(m)+RI. Perm2(l)+, and bitmap  is included in G1
· FFS: the functions Perm1(m) and Perm2(l)
· Alt C (cf. Alt1.2+2.2). 
· 

G1 comprising more than  highest priority coefficients and G2 comprising the remaining (<) lowest priority coefficients for the same bit-width as G1 of Alt1.1
· Priority level is calculated as Prio(,l,m)=2L.RI.m+RI.l+ (i.e. no permutation), and bitmap location is according to Alt2.2 (cf. agreement in RAN1#98)



The following proposals (and views) from different companies can be summarized below. 

Table 4 UCI omission: summary of companies’ views
	Category
	No. companies
	Companies 

	Alt A (Alt1.1+2.6+no permutation)
	12
	Ericsson, Huawei/HiSi, Motorola/Lenovo (2nd preference), Nokia/NSB, NTT Docomo, Qualcomm, Spreadtrum, Samsung, ZTE

	Alt B (Alt1.1+2.6+permutation)
	5
	Apple (SFD permutation), LGE (SFD permutation), Motorola/Lenovo (FD permutation), NEC (FD permutation)

	Alt C (Alt1.2+2.2)
	6
	CATT (2nd preference), Fraunhofer/HHI, InterDigital, NTT Docomo (2nd preference), OPPO, vivo 

	Other proposals not aligned with offline agreement
	n/a
	Alt1.1+2.4+SFD permutation (CATT, 1st preference)



Table 5 UCI omission: summary of observation from SLS
	Company
	Metric
	Key observation

	CATT
	UPT, normalized PUSCH capacity
	· Alt 2.4 is beneficial to enhance the possibility of providing meaningful CSI. Meanwhile, in the case of Group 0 and Group 1 being reported, Alt2.4 (bitmap partition) achieves similar performance to that of Alt 2.6 (no bitmap partition).
· The SD and FD basis permutation could bring performance gain. 

	Ericsson
	Analysis
	[bookmark: _Toc21098769]Permutation is not likely to cause significant performance benefit and would further complicate specification

	Fraunhofer/HHI
	Packing density
	ALT C packs more non-zero combining coefficients in  than ALT A. Simulation results show that when using ALT C, 20% to 49% more coefficients can be packed in  over ALT A.

	Motorola/Lenovo
	Power distribution
	· Coefficients reported within the first few and last few FD basis indices statistically have larger magnitude values compared with coefficients reported in the center FD basis indices.
· Given that the strongest LCC in layer i is located at SD basis index *(i), coefficients reported within row (*(i) +L) mod2L statistically have larger magnitude values compared with reported coefficients in other rows.
· Alt B UCI omission provides performance gain in mean and 5% UPT over Alt A.
· Alt B1 with FD basis permutation only provides a good balance between performance and complexity, compared with Alt A (no permutation) and Alt B2 (permutation of both FD/SD basis indices).

	Nokia/NSB
	UPT vs. overhead
	· UCI omission are not excessively detrimental in terms of UPT as compared to the spec transparent case.
· The adoption of different permutation schemes for the UCI omissions does not yield significant UPT difference for the scenarios in which omissions are more likely to occur.  
· Permutations and bitmap partitioning add complexity to the omission rule that is not justified by the very limited gain they may provide.

	OPPO
	CDF
	· The probability distribution of FD components is a U-shape function. The components with small or large index have larger probability while the components with medium index have smaller probability.
· The probability distribution of SD components is close to a uniform distribution.  All the SD components have similar probability.
· From the simulation results, we can see that compared with the selected FD index permutation, the global FD index permeation will lead to more power for the components with higher priority (equivalently with smaller value of priority level) and less power for the components with lower priority. Thus, the selected FD index permutation is sub-optimal compared with global FD index permutation. From complexity perspective, global FD index permutation and the selected FD index permutation are the same.
· The results are shown in Figure 3 and we can observe that Alt C with single-bit partition achieves better performance than Alt A and B, and provides 2~6 additional NZCs in group 1 compared with Alt A or B.  

	Samsung
	Analysis
	· The performance gain of any complication UCI omission schemes is marginal. 
· The performance benefit (if any) of a UCI omission scheme that performs coefficient permutation (e.g. Alt B) or bitmap partitioning (e.g. Alt C) is marginal when compared with Alt A.  



Observe that Alt A represents the majority view. The proponents argue that the main advantage of Alt A is its simplicity and, to some extent, its similarity with Rel.15. The opponents argue that the resulting G1 payload is higher than Alt C. Yet it is pointed out that this also comes with reduced G2 payload (i.e. rather than a drawback, it simply offers a different trade-off point between G1 and G2 payload). 
The proponents of Alt B (adding permutation to Alt A) argue that Alt A can be further enhanced by placing the stronger NZCs in G1 (which is less likely to be dropped than G2). The opponents of Alt B argue, however, that permutation results in some additional UE complexity. In addition, the proponents of Alt B diverge in terms of the permutation scheme, e.g. FD (frequency domain only), SFD (spatial and frequency domain), indexing ordering.  
The proponents of Alt C, on the other hand, advocate for a more efficient/optimized NZC packing in G1. But according to the opponents, this comes at the expense of additional complexity due to the optimized segmentation scheme.
It was agreed in RAN1#98 that if consensus cannot be reached, spec-based UCI omission is not supported for Rel.16 Type II codebook. Here, the UE can still limit the PMI payload (for a given UL RA and beta_offset) by choosing a suitable number of NZCs. However, this requires CSI recalculation which runs counter to the spirit of the agreement in RAN1#98, stating that “CSI calculation is identical to that for without omission – otherwise the UE may end up recalculating the CSI if UCI omission occurs”. From this perspective, it is preferred that a scheme is selected from the prevailing three alternatives. Not supporting a spec-based UCI omission with such a criterion would increase the chance of CSI recalculation which incurs higher UE complexity in CSI calculation (note: although UCI omission is a rare event, UE implementation is designed/provisioned for the worst-case, not the average case, including rare events). 
Lastly, all interested companies have acknowledged (at least to a certain extent, if not the fullest) that UCI omission should be utilized only in case of emergency, e.g. when UL RA from the gNB is consistently/persistently too small, UCI omission (detectable by the gNB) serves as a warning sign to the gNB for future A-CSI requests lest A-CSI reporting may be dropped. Since it is a rarely occurring event, over-optimization of UCI omission that may complicate specification and/or UE implementation is unwarranted. It is also pointed out that UPT vs. overhead trade-off difference between different alternatives can be hardly discernable.       
   
Observation: On UCI omission for Rel.16 Type II codebook:
· UCI omission is a rare event hence over-optimization that may complicate spec and/or UE implementation is unwarranted
· Alt A (Alt 1.1+2.6 no permutation) represents the majority view (12 vs 5 vs 6)
· Among the proponents of Alt B, the proposed permutation schemes diverge 
· Note: Regardless of the permutation issue, Alt 1.1+2.6 represents the super-majority view over Alt 1.2+2.2 (15 vs. 6) 

Proposal: On UCI omission for Rel.16 Type II codebook, the following scheme is supported (cf. Alt A, i.e. Alt 1.1+2.6 no permutation):
· 



Priority level definition: If priority levels of two LCCs and are such that Prio(,l2,m2)< Prio(,l1,m1), LCC  has a higher priority over 
· 

G1 comprising the  highest priority coefficients and G2 comprising the  lowest priority coefficients
· 
Priority level is calculated as Prio(,l,m)=2L.RI.m+RI.l+ (i.e. no permutation), and bitmap  is included in G1


CBSR
The following was agreed in RAN1#98 [2]:
	On CBSR for Rel.16 Type II codebook:
· Support SD-only subset restriction (without FD)
· In RAN1#98bis, select one of the following criteria for SD subset restriction:
· Alt1. Analogous to Rel.15 Type I
· Alt2. Analogous to Rel.15 Type II (SD beam group restriction + per coefficient amplitude restriction)
· Alt3. Rel. 15 Type II SD beam group restriction + sum power per SD beam restriction
· Support RI restriction

On CBSR for Rel.16 Type II codebook, the three agreed alternatives for down selection are further clarified as follows. No other alternatives or sub-alternatives will be considered for down selection.
· Alt1. Analogous to Rel.15 Type I
· Hard restriction (0 or 1) can be applied to any of the spatial beams (the restriction is applied for both polarizations of the beam) and is higher-layer configured with one size-N1N2O1O2 bitmap B
· Alt2. Analogous to Rel.15 Type II (SD beam group restriction + per coefficient amplitude restriction)
· Four beam groups are selected via higher-layer configured bitmap B1
· 


For each spatial beam in each of the four beam groups, soft restriction (maximum amplitude of 0, ½, , or 1) is applied to any of the coefficients associated with the beam (the restriction is applied for both polarizations of the beam). This maximum amplitude restriction is higher-layer configured with four bitmaps  
· Alt3. Rel. 15 Type II SD beam group restriction + joint per SD beam restriction
· Four beam groups are selected via higher-layer configured bitmap B1
· Amplitude restriction:
· Alt 3A (Sum power ratio): For each beam  in each of the four beam groups, power ratio threshold  (definition and values FFS) is configured, the following criterion should be satisfied: 
· Alt 3B (Restriction on ): For each beam  in each of the four beam groups and FD index , , wideband gain threshold  (maximum threshold of 0, , , or 1) is configured, the following criterion should be satisfied: 
· i.e. the “wideband gain” in the frequency domain of the precoder is restricted similarly to Rel. 15
· 
This maximum amplitude restriction is higher-layer configured with four bitmaps  



The following proposals (and views) and available SLS results from different companies can be summarized below. Per the agreement in RAN1#98, proposals other than Alt1/2/3A/3B are not considered.

Table 6 CBSR: summary of companies’ views
	Category
	No. companies
	Companies 

	Alt 1
	8
	Fraunhofer/HHI, Intel, LGE, Qualcomm, NTT Docomo, OPPO, ZTE

	Alt 2
	5
	CATT, Huawei/HiSi, Interdigital, vivo 

	Alt 3A 
	8
	Ericsson, Huawei/HiSi (2nd preference), NEC, Nokia/NSB, Samsung, Spreadtrum 
Note: The sum power ratio is simplified to a summation taken over FD components in most proposals

	Alt 3B
	3
	Motorola/Lenovo, InterDigital



Table 7 CBSR: summary of observation from SLS
	Company
	Metric
	Key observation

	InterDigital
	CDF
	· Applying the same restriction on all coefficients of  is not consistent with the Rel-15 CBSR, and it would degrade the beamforming performance.
· By using Comb. Alt2-Alt3B applying CBSR in the Rel-16 CSI feedback could be accomplished without noticeable complexity and in compliance with the baseline, if the restricting coefficients are calculated based on WB and SB amplitudes’ restriction.

	Samsung
	Analysis
	Concerns with Alt 1:
· As mentioned in [12], Alt 1 may not serve the purpose of CBSR since a combination of L beams may still point to a direction that is restricted. A better design is restricting via beam groups similar to Rel. 15, which we have in Alt 2/3.
· The overhead of Alt 1 can be significantly larger than Alt 2/3. For example, the overhead of Alt 1 is 256 bits for (N1,N2) = (4,4), which is ~2 times of that of Alt 2/3 (139 bits).

	Qualcomm
	Analysis
	· Concern with Alt2/3: The amplitude restriction is applied on coefficients in the transferred domain. Such restriction may not achieve the restriction on wideband power. The mathematic proof is as follows: the wideband power of an SD basis  is written as  wherein the matrix  contains the normalization factor of all subbands. The last inequality is due to the fact that . 
· Alt1 can be used with the beam-group restriction but without amplitude restriction.

	Nokia/NSB
	Analysis
	· [bookmark: _Hlk21692376]The final precoding weights are decided by the gNB and may be different from the reported PMI, but it is up to the gNB to adjust the wideband power accordingly. One such example is the PMI normalisation which also happens in Rel-15 and does not affect the amplitude restrictions on a beam’s coefficients applied by a UE. Hence, we think power normalisation at the gNB should not be considered in CBSR discussion.
Alt 3A does achieve wideband power restriction as argued in [17]. In fact, if gNB wants the total radiated power on beam  to be, at most, , where  is the average power per sub-band, then a UE would make sure that the average power of the NZC of  is at most , where  is the number of NZC in .
· The wideband power restriction can be achieved without complex optimisation at the UE, for example by scaling each NZC in  by a factor . Using the notation above, this ensures that the total radiated power on beam  does not exceed .



It is apparent that Alt 1 and 3A are almost equally supported. While these three alternatives are valid CBSR schemes, some drawback for each of the three have been pointed out. It was argued that:
· For Alt 1, per beam restriction cannot achieve the purpose of CBSR (to control transmission PSD along certain spatial directions) when DFT-based compression is used. It was argued that the resulting upper bound can be loose which may incur performance loss in real deployment scenario (occasional TX power loss). It was also pointed out that the resulting overhead of Alt 1 is ~2x than Alt 3A (although this overhead refers to an RRC configuration).
· For Alt 3A, the additional sum-power-ratio constraint incurs additional UE complexity especially when compared to Alt 1 e.g. it was argued that some complex NP-hard optimization would be needed) However, it is pointed out that the sum power ratio can be further simplified to a summation over FD components. In addition, such complex optimization is not needed since simple scaling, “angular mask” approach, or greedy algorithm can approximate the optimum solution well. 
· For Alt 3A, it was also argued that the sum-power is in general not equal to the wideband beam power due to normalization factor. However, it has been demonstrated that the difference between the two is negligible in practice.  
From the above summary, it is evident that beam-group-based approach is not the contention point, but rather the support of soft amplitude restriction in place of hard amplitude restriction, i.e. ON/OFF.  

Observation: On CBSR for Rel.16 Type II codebook:
· Alt 1 and 3A are equally supported, followed by Alt 2
· For Alt 2 and 3A (both using beam-group-based restriction analogous to CBSR for Rel.15 Type II), the proposing companies support reusing the Rel.15 2-bit amplitude table
· The use of beam-group-based restriction with soft amplitude restriction (analogous to CBSR for Rel.15 Type II, i.e. Alt 2, 3A, 3B combined) represents the majority view over Alt 1 (analogous to CBSR for Rel.15 Type I) (14 vs. 8)
· The contention point is not whether beam-group-based restriction is used for CBSR, but rather whether soft amplitude restriction such as the sum-power-ratio method is used

Proposal: On CBSR for Rel.16 Type II codebook, support beam-group-based restriction analogous to Rel.15 Type II codebook. 
· In RAN1#98bis, discuss further and decide the exact amplitude restriction mechanism, e.g. hard (ON or OFF), soft with sum-power-ratio constraint  
· If soft amplitude restriction is supported, reuse the Rel.15 2-bit amplitude restriction table


RI=3-4 Type II port selection
The following was agreed in RAN1#98:
	On Rel.16 extension for Type II port selection codebook:
· For rank 1-2, reuse Rel.15 Type II W1 port selection matrix for Rel.16 Type II port selection codebook
· Only L=2 and 4 are supported
· For RI=3-4, evaluate the need for supporting the following scheme in RAN1#98bis:
· 
Reuse the Rel-15 Type II W1 matrix and the Rel-16 Type II  and Wf
· Note: if there is no consensus on the need for this feature, such extension to RI=3-4 is not supported in Rel.16



The views from different companies and available SLS results can be summarized below.
Table 8 Type II port selection: summary of companies’ views
	Category
	No. companies
	Companies 

	Support rank 3-4, layer common (simple reuse) W1
	13
	Ericsson, Fraunhofer/HHI, Huawei/HiSi, Intel, Nokia/NSB, NTT Docomo, Qualcomm (if it is a separate capability), Samsung, vivo, ZTE

	Support rank 3-4, layer-pair specific W1
	1
	LGE

	Support rank 3-4, layer specific W1
	1
	LGE

	Do not support rank 3-4
	1
	CATT



Table 9 Type II port selection: summary of observation from SLS
	Company
	Metric
	Key observation

	ZTE
	UPT
	By simply reusing the existing design for Type II codebook, Rel-16 Type II PS codebook up to rank 4 can achieve significant performance gain over rank 2



Companies who support rank 3-4 extension of the Rel.16 Type II port selection codebook mention use cases such as beamformed CSI-RS used in TDD reciprocity. Among companies who support such extension, simple extension by reusing Rel.15 Type II W1 port selection matrix represents the majority view. However, two companies propose to use different W1 matrix design (either layer-pair-specific or layer-specific W1) which may depart from the intention of the agreement.      
CATT questions the need for such extension since port selection codebook is typically intended for low-rank DL transmission, e.g. for coverage-limited scenarios. Furthermore, CATT opines that the performance benefit from Type II port selection is clear, 

Observation: On Rel.16 extension for Type II port selection codebook to rank-3 and 4:  
· Extension with simple reuse of Rel.15 W1 matrix (i.e. layer-common W1) represents the super-majority view
· One company questions the need for such extension

Proposal: On Rel.16 extension for Type II port selection codebook to rank-3 and 4, support extension with simple reuse of Rel.15 W1 matrix (i.e. layer-common W1).

Miscellaneous
Miscellaneous (other) proposals were also mentioned in companies’ contributions. Since this meeting will focus on the issues listed in section 1 and the proposals mainly comprise additional optimizations of the previously agreed design aspects, a summary of such miscellaneous issues is not included in this FL summary. 

[bookmark: _Ref536659947]Updated timeline and work plan
The timeline (with a set of milestones for each RAN1 meeting is updated with more details. The updated parts are highlighted in blue. 
[bookmark: _Ref526296952]Table 10 Proposed timeline along with the milestones
	98bis (10/19)

	1. Finalize UCI omission
2. Finalize CBSR
3. Finalize RI=3-4 port selection 
4. Finalize further details on CSI measurement and reporting for Rel.16 Type II
5. Discuss and identify issues on UE capability related issues and, if possible, finalize some aspects 
6. [FL] Update the list of RRC parameters


 
	99 (11/19) – early projection

	1. (Pre-)maintenance on Type II overhead reduction, i.e. finalize remaining issues on previous agreements
2. Finalize UE capability related issues
3. [FL] Finalize/confirm the list of RRC parameters
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