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[bookmark: _Ref521334010]Introduction
3GPP RAN approved two inter-related work items on URLLC, where a first one is led by RAN1 addressing PHY enhancements, whereas the second one specifically targets industrial IOT (IIOT) scenarios and is led by RAN2. For the IIOT WI, RAN2 has identified several intra-UE multiplexing scenarios and DL SPS enhancement to be jointly studied by RAN1 and RAN2 [1]. This contribution provides an in-depth analysis of the resource conflicts of multiple PUSCHs with at least one configured grant (CG) PUSCH, and conflicts of multiple PDSCHs with at least one SPS PDSCH. Detail of SPS enhancement is also provided in this contribution including multiple simultaneous active SPS configurations, shorter SPS periodicities and support of TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities.
In the RAN #98 meeting, the following agreements related to DL SPS were achieved:
Agreements:
Regarding Q2 in LS from RAN2, the following is captured:
· [bookmark: OLE_LINK20][bookmark: OLE_LINK21][bookmark: OLE_LINK22]RAN1 discussed the feasibility of support of shorter periodicities for DL SPS, it is feasible to support periodicity down to 1 slot for all SCSs and single SPS configuration with certain constraints related to HARQ-ACK feedback and combinations of DL & UL SCSs
Agreements:
For cases where only HARQ-ACK feedback for SPS PDSCHs shall be reported (i.e. no dynamic PDSCH HARQ-ACK), support more than one bit of HARQ-ACK feedback for SPS PDSCH without an associated grant in a PUCCH resource 
· FFS applicability to all PUCCH formats
· FFS the number of bits, e.g., the # of configured/activated SPS configurations, etc.
· FFS how to construct both type-1 and type-2 HARQ-ACK codebook for cases where HARQ-ACK feedback for SPS PDSCH is multiplexed with dynamic PDSCH HARQ-ACK 
Resource conflict of PUSCH
Overlapping between DG and CG PUSCHs
In Rel-15 a DG PUSCH can override a CG PUSCH in case of resource collision, and the UL grant scheduling a DG is received at least N2 symbols before the starting symbol of a CG PUSCH so that the UE can run the LCP rules ahead of any PUSCH preparation to determine which PUSCH is transmitted, as shown in Figure 1. 


Figure 1: Overlapping of DG and CG with N2 time gap restriction
In Rel-16, if URLLC data is multiplexed on a CG PUSCH while non-URLLC data is multiplexed on a DG PUSCH, it is not desirable to drop CG PUSCH with URLLC data, and if URLLC data is multiplexed on a DG PUSCH while non-URLLC data is multiplexed on a CG PUSCH, it is not desirable to still have the time gap restriction between the UL grant for URLLC PUSCH and the CG PUSCH. As shown in Figure 1, by following the time gap restriction, UL grant for URLLC PUSCH is not allowed to be transmitted within N2 time prior to the starting symbol of CG PUSCH for eMBB, which may delay the URLLC transmission. 
Hence, for overlapping between CG PUSCH and DG PUSCH associated with different traffic types, time gap is not needed between the end of UL grant and the starting of CG PUSCH. For overlapping between CG PUSCH and DG PUSCH associated with the same traffic type, UE can either follow time gap as in Rel-15 or discard time gap to align the rule for different overlapping scenarios in Rel-16. Since priority of CG PUSCH is already needed in PHY as required by other overlapping scenarios as discussed in [2], it is possible to support different UE behaviors for PUSCH overlapping with the same traffic type and different traffic types. Hence, it is better to keep Rel-15 UE behavior for overlapping between CG PUSCH and DG PUSCH associated with the same traffic type to avoid the unnecessary preparation and transmission of CG PUSCH.
Proposal 1: The time gap checking between the end of UL grant and the starting of CG PUSCH is not needed for overlapping of DG and CG PUSCHs associated with different traffic types.
Proposal 2: Rel-15 behavior is reused for overlapping between CG PUSCH and DG PUSCH associated with the same traffic type.

Generally, there are two ways to handle the overlapping between CG PUSCH and DG PUSCH associated with different traffic types:
· Option 1: it is mainly handled by MAC and assisted by PHY if needed. Since the time gap is not used, MAC may not know there is an UL grant scheduling a PUSCH overlapping with a CG PUSCH before delivering a PDU associated with the CG PUSCH to PHY, which means there will be two cases:
· When time permits (such as MAC knows that there is a UL grant scheduling a PUSCH overlapping with CG PUSCH before delivering PDU of CG PUSCH to PHY), as shown in Figure 2 (a), MAC can just deliver one PDU to PHY associated with a PUSCH with higher priority, which means in PHY layer, there is only one PUSCH with PDU transmission. 
· When time does not permit, as shown in Figure 2 (b), after a PDU of CG PUSCH is already delivered to PHY, MAC needs to deliver another PDU of a DG PUSCH if DG PUSCH has higher priority, which means there may be two PDUs with overlapped PUSCH resources in PHY.  In such case, PHY behavior is still needed to select one of the two PUSCHs, such as always select the PUSCH with a later coming PDU. 
· Option 2: it is mainly handled by PHY. By assuming that UE knows the priority (or traffic type) of a CG PUSCH, the simple way is to select the PUSCH associated with higher priority and drop the PUSCH associated with lower priority in PHY. In this option, it can be MAC layer optimization to select one of the PDU to PHY when time permits or MAC can just deliver both PDUs to PHY. 
· This method requires some MAC modification of LCP to align 16 priority levels of LCH with N priority levels in PHY. Taking N=2 priority levels as eMBB and URLLC in PHY, LCHs are divided into two groups, LCP ensures LCHs in one group associated with eMBB can only be mapped to eMBB PUSCH as defined in PHY, and LCHs in one group associated with URLLC can only be mapped to URLLC PUSCH as defined in PHY. Otherwise, if URLLC traffic is mapped to eMBB PUSCH, such PUSCH may be dropped due to overlapping with URLLC PUSCH in PHY, which means URLLC traffic is dropped.
Option 2 is aligned with the rule for overlapping of PUCCH and PUSCH as discussed in [2], while option 1 gives more flexibility in MAC to decide which PUSCH is used to transmit without the LCP mapping restriction of mapping 16 LCH priorities into 2 PHY priorities as eMBB and URLLC. However, without the LCP mapping restriction for option 1, it means LCP for overlapping of CG PUSCH and DG PUSCH is different from LCP for overlapping of PUCCH and PUSCH. Since MAC may not know there is HARQ-ACK or DG PUSCH overlaps with CG PUSCH, MAC needs to always follow the LCP restriction as required in option 2, to avoid URLLC traffic being dropped in PHY due to the PUSCH carrying such URLLC traffic being an eMBB PUSCH and overlapping with URLLC HARQ-ACK. With such LCP restriction, it seems the method of dropping the PUSCH with a previous PDU and transmitting the PUSCH with a later PDU in option 1 equals to the method of selecting one channel based on PHY priority in option 2.
Based on the above analysis, regardless what MAC behavior is defined, PHY always needs rule to select one PUSCH. To align the rule for different overlapping scenarios, we propose to at least define the PHY layer behavior as select a PUSCH based on the priority.
Proposal 3: PUSCH associated with lower priority should be dropped/stopped for overlapping of DG and CG PUSCHs associated with different traffic types.
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Figure 2: Overlapping of DG and CG with N2 time gap restriction
[bookmark: OLE_LINK29][bookmark: OLE_LINK30]Overlapping among multiple CG PUSCHs
For multiple CG configurations, one purpose is to support more opportunities for a data transmission within one period with a full number of repetitions. As shown in Figure 3, there can be four opportunities for a CG transmission with 4 repetitions within one period. For this purpose, there will be only one traffic transmission for the same traffic type among the overlapped resources for each CG configuration depending on the data arriving time, which means there is no collision of same traffic on overlapped resource.
[image: cid:image002.png@01D4E48B.0E9E27E0]
Figure 3: Multiple CG configurations
Another purpose of multiple CG configurations is to support different traffic types transmitted on different CG configurations. From this purpose, it is better to configure non-overlapping resources for different CG configurations used for different traffic types. Even if there is resource overlapping among different CG configurations, the similar way as for resource conflicts between DG and CG PUSCHs can be reused.
Proposal 4: For a resource conflict between multiple CG PUSCHs, similar prioritization between a DG PUSCH and a CG PUSCH can be reused for different traffic types.

Enhancement for DL SPS transmission
Activation and de-activation for multiple SPS configurations
[bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK6][bookmark: OLE_LINK7]Based on the agreements in RAN1#98 meeting, the activation/de-activation mechanism for multiple SPS configurations could have no difference from the activation/de-activation mechanism for multiple UL CG configurations as shown in [3]. Hence, for simplicity, we propose to reuse the activation mechanism of multiple UL CG configurations for multiple SPS configurations, and also confirm the WA in RAN1#98 meeting to reuse the joint release mechanism of multiple UL CG configurations for multiple SPS configurations.
Proposal 5: Confirm the working assumption of reusing the joint release mechanism as that defined for UL type 2 CG for multiple SPS configurations.
Proposal 6: Reuse the activation mechanism as that defined for multiple UL CG configurations for multiple SPS configurations.
HARQ-ACK feedback for DL SPS
SPS only
For cases where only HARQ-ACK feedback for SPS PDSCH needs to be reported, more than one bit of HARQ-ACK feedback for SPS PDSCH without an associated grant in a PUCCH resource was agreed to be supported in the last meeting. 
One scenario could be HARQ-ACK for multiple SPS PDSCHs associated with the same SPS configuration due to a symmetrical UL and DL resource allocation. As shown in Figure 4, based on a smaller periodicity of SPS transmission (such as one slot), based on the same K1 value, there is no corresponding UL slot for some of the SPS occasions which means a SPS PDSCH has to delay its HARQ-ACK to a nearest UL slot after the slot indicated by K1, which then results in multiplexing of HARQ-ACK of multiple SPS PDSCHs. Another scenario could be HARQ-ACK for multiple SPS PDSCHs associated with multiple SPS configurations with the same or different K1 values, as shown in Figure 5.


Figure 4: HARQ-ACK of multiple SPS PDSCHs associated with the same SPS configuration in a PUCCH


Figure 5: multiple SPS configurations with HARQ-ACK in a PUCCH
It can be seen from the both scenarios, there may be more than 2 bits HARQ-ACK. To support more than 2 bits SPS HARQ-ACK multiplexing, PUCCH format 2/3/4 should be considered. Since in Rel-15, PUCCH format 0 and PUCCH format 1 are already supported for 1 bit SPS HARQ-ACK transmission, to reduce the PUCCH overhead by using PUCCH format with high multiplexing capacity, we think for HARQ-ACK of at least single SPS PDSCH, PUCCH format 0 or 1 resource should still be used. Hence, we prefer to just configured an additional PUCCH format 2/3/4 resource in addition to the Rel-15 configuration of one PUCCH format 0/1 resource for each SPS configuration, to supporting multi-bit SPS HARQ-ACK transmission. 
Proposal 7: At least one PUCCH format 2/3/4 resources can be configured as a common resource for all SPS configurations in addition to a PUCCH format 0/1 of each SPS configuration.

Since PUCCH format 0 and 1 can support up to 2 bits of HARQ-ACK transmission, while at least 3 bits is required on PUCCH format 2/3/4 resource, the question is for 2 bits HARQ-ACK of SPS PDSCH, which resource should be used? One way is to use PUCCH format 0/1 resource by reusing the 2 bit transmission mechanism which means more cyclic shifts will be occupied by PUCCH format 0 when there is collision of two SPS PDSCHs and gNB should ensure such cyclic shifts will be not used for other UEs. Another way is to use PUCCH format 2/3/4 by padding 1 bit for the 2-bit of SPS HARQ-ACK, so as to operate the channel coding.
SPS and dynamic
Considering the flexibility of scheduling, we support multiplexing among UCIs which are corresponding to SPS PDSCH and dynamic PDSCH respectively. Hence, HARQ-ACK for both SPS PDSCH and dynamic PDSCH could be transmitted in the same PUCCH. For Type 1 HARQ-ACK codebook, existing mechanism can be reused. For Type 2 HARQ-ACK codebook, the current pseudo code can be simply modified by considering multiple SPS configurations on one serving cell with associated K1 value indicating HARQ-ACK transmission in current slot.
Observation1: The mechanism of type1 codebook already supports HARQ-ACK multiplexing of multiple SPS PDSCHs and dynamic PDSCH. 
Observation2: The mechanism of type2 codebook can be simply modified to support HARQ-ACK multiplexing of multiple SPS PDSCHs and dynamic PDSCH by considering multiple SPS configurations on one serving cell with associated K1 value indicating HARQ-ACK transmission in current slot.
Resource conflict of PDSCH
Overlapping between dynamic PDSCH and SPS PDSCH
If SPS PDSCH is for eMBB and dynamic PDSCH is for URLLC, consider such a case: a dynamic URLLC PDSCH arrives and needs to be scheduled as soon as possible when an SPS eMBB is still in transmission, in which case the URLLLC PDSCH needs to be scheduled on resources overlapped with SPS eMBB PDSCH. The principle used in Rel-15 that dynamic PDSCH always prioritizes SPS PDSCH can be followed. Since, from gNB implementation, gNB can either drop eMBB PDSCH or put SPS eMBB PDSCH into the dynamic URLLC PDSCH. It needs no special handling at UE side.
If SPS PDSCH is for URLLC, and dynamic PDSCH is for eMBB, gNB can avoid dynamically allocating PDSCH overlapping with the SPS PDSCH in time so as to avoid such overlapping. 
Proposal 8: gNB can handle conflicts between dynamic PDSCH and SPS PDSCH. No special handling is needed at UE side.

Overlapping among multiple SPS configurations
For multiple SPS configurations targeting TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities, different SPS configurations are configured to provide more starting opportunities in order to align with the service data arriving time. There is no conflict for this case.
For multiple SPS configurations targeting different services/traffic types, there may be three cases to consider:
Case 1: Multiple SPS configurations are configured without any overlapping in time domain. 


Figure 6: multiple SPS configurations without overlapping in time domain
Case 2: Multiple SPS configurations with time domain resource overlapping are configured with non-overlapping frequency domain resources. That is to say, if time domain overlapping exists, gNB can transmit multiple SPS PDSCHs by FDM mode. 


Figure 7: multiple SPS configurations with overlapping in only time domain 
Case 3: If gNB can’t allocate non-overlapping frequency domain resources to multiple SPS configurations with time domain resource overlapping, the collision in both time domain and frequency domain needs to be handled.


Figure 8: multiple SPS configurations with overlapping in both time domain and frequency domain
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]For case 1, it does not need any special handling. For case 2 and case 3, special handling the same as out-of-order PDSCH with time domain resource overlapping can be used.
Proposal 9: For the case of multiple SPS configurations with time domain resource overlapping, special handling the same as out-of-order PDSCH with time domain resource overlapping can be used. 

Conclusion
This contribution discussed the intra-UE multiplexing for resource conflicts between PUSCH, resource conflicts between PDSCH and also enhancement for DL SPS. We have the following observations and proposals,
Observation1: The mechanism of type1 codebook already supports HARQ-ACK multiplexing of multiple SPS PDSCHs and dynamic PDSCH. 
Observation2: The mechanism of type2 codebook can be simply modified to support HARQ-ACK multiplexing of multiple SPS PDSCHs and dynamic PDSCH by considering multiple SPS configurations on one serving cell with associated K1 value indicating HARQ-ACK transmission in current slot.

Proposal 1: The time gap checking between the end of UL grant and the starting of CG PUSCH is not needed for overlapping of DG and CG PUSCHs associated with different traffic types.
Proposal 2: Rel-15 behavior is reused for overlapping between CG PUSCH and DG PUSCH associated with the same traffic type.
Proposal 3: PUSCH associated with lower priority should be dropped/stopped for overlapping of DG and CG PUSCHs associated with different traffic types.
Proposal 4: For a resource conflict between multiple CG PUSCHs, similar prioritization between a DG PUSCH and a CG PUSCH can be reused for different traffic types.
Proposal 5: Confirm the working assumption of reusing the joint release mechanism as that defined for UL type 2 CG for multiple SPS configurations.
Proposal 6: Reuse the activation mechanism as that defined for multiple UL CG configurations for multiple SPS configurations.
Proposal 7: At least one PUCCH format 2/3/4 resources can be configured as a common resource for all SPS configurations in addition to a PUCCH format 0/1 of each SPS configuration.
Proposal 8: gNB can handle conflicts between dynamic PDSCH and SPS PDSCH. No special handling is needed at UE side.

Proposal 9: For the case of multiple SPS configurations with time domain resource overlapping, special handling the same as out-of-order PDSCH with time domain resource overlapping can be used. 
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