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Introduction
In this contribution, we follow the guidance from RP-191581 and discussed the remaining essential issues in channel access procedures such as 16us-Cat2 LBT details, signaling support for LBT type/priority, CWS adjustment, FBE operation and UE-to-gNB COT sharing aspects. Besides, we think the channel access for some remaining downlink channels and signals should be discussed. In addition, we share our views on ETSI regulation aspects. 
LBE operation
Detailed design for 16us Cat2 LBT
Three alternatives were captured at RAN1 #97 meeting for 16usec Cat2 LBT detailed design. 
	Agreement: (RAN1 #97)
Select one of the following alternatives for Cat2 LBT in a 16 us gap. 
· Alt 1: The 16us measurement period is split into two slots with the first slot having a duration 7us and second slot having a duration of 9us. 
· Energy measurement is done in the 9us slot with the measurement including averaging for at least 4 us in any portion of the slot. LBT is said to be successful if the measured energy is lower than the ED threshold. 
· Alt 2: The 16us measurement period is split into two slots with the first slot having a duration 7us and second slot having a duration of 9us. 
· Energy measurement is done in both the 7us and 9us slot with the measurement including averaging for at least 4 us in any portion of each slot. LBT is said to be successful if the measured energy is lower than the ED threshold in both slots. 
· Alt 3: Energy measurement is done in any portion of the 16 us duration including averaging for at least 4 us. LBT is said to be successful if the measured energy is lower than the ED threshold. 



[image: ]
[bookmark: _Ref4412199]Figure 1: Timing of competing ETSI devices in a 16us to 25us gap
If a devices of any type (LBE or FBE) is occupying the channel and then presents a gap of 25us or less, there is no utility in this devices performing a Clear Channel Assessment (CCA) on the Operating Channel during a single observation slot of 9us. The only other device that could feasibly gain clear access to the channel in this timeframe is a Frame Based Equipment (FBE) device with the highly improbable event that the Fixed Frame Period (FFP) of the FBE device aligns with this gap, made more improbable by the fact that coexisting FBE and LBE devices will inherently self-synchronize. Any other competing LBE devices will not have sufficient time to gain clean access to the channel. Only class 3 and class 4 LBE devices that draw q = 0 for their random back-off period could respond in time and these would subsequently collide with the device that previously had channel access. An ideal timing diagram of what CCA activity can occur in a 16us to 25us gap by competing ETSI devices is shown in Figure 1.
With the above analysis, we think the chances may be slim that other devices than the initiating device and the responding device can perform LBT successfully within 16us to 25us gaps and grab the channel.
[bookmark: _Ref16932173]Observation 1: The chance is slim that devices other than the initiating device and the responding device can occupy the channel by performing a successful LBT within 16us to 25us gaps.
Again, the chance is very low that other devices can “steal” the channel from the initiating device and the responding device during a 16us gap. Therefore, it is redundant to do more than one CCA as suggested in Alt 2. Besides, per ETSI regulation, the responding device only need to conduct one CCA for the case when the gap is larger than 16us. Specifically, it says the following 
“The Responding Device that does not proceed with such transmissions within 16 μs after the last transmission from the Initiating Device that issued the grant, shall perform a Clear Channel Assessment (CCA) on the Operating Channel during a single observation slot within a 25 μs period ending immediately before the granted transmission time.”
[bookmark: _Ref21412743]Observation 2: Per regulation, the responding device is not required to conduct more than one CCA even when the gap is larger than 16us. 
Hence, we think either Alt 1 or Alt 3 captured at RAN1 #97 meeting should be supported for Cat2 LBT in a 16us gap.
[bookmark: _Ref16932235]Proposal 1: For Cat2 LBT in a 16us gap, Alt 1 or Alt 3 from RAN1 #97 is supported.
· Alt 1: The 16us measurement period is split into two slots with the first slot having a duration 7us and second slot having a duration of 9us. 
· Energy measurement is done in the 9us slot with the measurement including averaging for at least 4 us in any portion of the slot. LBT is said to be successful if the measured energy is lower than the ED threshold.
· Alt 3: Energy measurement is done in any portion of the 16 us duration including averaging for at least 4 us. LBT is said to be successful if the measured energy is lower than the ED threshold.

Channel access for remaining DL signals and channels
	Agreement: (RAN1 #96bis 1904)
The following agreement from the SI is updated as shown:
Table 7.2.1.3.1-1: Channel access schemes for initiating a COT by gNB as LBE device
	
	Cat 2 LBT
	Cat 4 LBT

	[bookmark: _Hlk5777585]DRS alone or multiplexed with non-unicast data (e.g. OSI, paging, RAR) 
	When the DRS duty cycle ≤1/20, and the total duration is up to 1 ms: 25 µs Cat 2 LBT is used (as in LAA)
	When DRS duty cycle is > 1/20, or total duration > 1 ms
[bookmark: _Hlk5777630]Cat4 with any channel access priority class value can be used 

	DRS multiplexed with unicast data 
	N/A except for the cases discussed in the Note below
	Channel access priority class is selected according to the multiplexed data

	PDCCH and PDSCH
	N/A except for the cases discussed in the Note below
	Channel access priority class is selected according to the multiplexed data






For the completeness of specification, we think channel access procedures for the following downlink signals/channels should be specified: 
1. PDCCH-only transmission such as GC-PDCCH and short-message paging
2. Non-unicast data alone without DRS and without unicast PDSCH: RMSI, OSI, paging, and RAR
3. Msg4 in RACH: Recap that it has been agreed that RACH-only in UL including Msg1 and Msg3 can apply Cat.4 LBT with the highest priority class. 
4. Downlink reference signals without DRS

Hence, we have the following proposal. 
[bookmark: _Ref21412955]Proposal 2: For channel occupancy initiated by a gNB to transmit one or more of the following, Cat4 with any channel access priority class value can be used by the gNB. 
· RMSI, OSI, paging, and RACH messages 
· PDCCH without PDSCH
· Downlink reference signals

Signaling of LBT type/priority
Agreements related to channel access for uplink transmissions are organized below. 
	Agreement: (RAN1 #95 1811)
· For initiation of a COT by the UE, following LBT schemes are used 
	Channels / signals initiating the COT
	Cat 2 LBT
	Cat 4 LBT

	UL
	PUSCH (including at least UL-SCH with user plane data)
	N/A except for the cases discussed in Note 2 below
	Channel access priority class is selected according to the data

	
	SRS-only
	N/A
	Cat4 with lowest channel access priority class value (as in LTE eLAA)

	
	RACH -only
	(see Note 2)
	Cat4 with lowest channel access priority class value

	
	PUCCH -only
	(see Note 2)
	Cat4 with lowest channel access priority class value



Note 1: If the COT includes multiple signals/channels with different channel access categories / priority classes, the highest channel access priority class value and highest channel access category among the channel access priority classes and channel access categories corresponding to the multiple signals/channels applies.
Note 2: Applicability of an LBT scheme other than Cat 4 for the following signals / channels have been discussed. 
· UL control information including UCI only on PUSCH, e.g.: 
· HARQ-ACK
· Scheduling Request
· Channel State Information
· Random Access
· Further discuss the aspects related to Note 2 in the work item



	Agreement: (RAN1 #97 1905)
For LBT by a UE prior to transmission of a UL burst within a gNB-initiated channel occupancy as an LBE device, for gap durations shorter than 25 microseconds, Cat 2 LBT can be indicated (FFS: explicit and/or implicit) to the UE if the gap is 16 microseconds (allowing for implementation tolerances)
Note: this is the Alt 1 identified in RAN1#96bis



	Agreement: (RAN1 #96 1902)
LBT other than Cat4 is not considered for UL transmissions that are part of a RACH procedure that initiate a channel occupancy
· Note: This does not preclude the use of Cat 2 for transmission on a LBT bandwidth if it is allowed for the case of transmission on multiple LBT bandwidths



	Agreement: (RAN1 #96bis 1904)
For a UCI-only transmission on PUSCH in a channel occupancy initiated by the UE, Cat4 with lowest channel access priority class value can be used by the UE



	Agreement: (RAN1 #97 1905)
LBT category for msg 3 initial transmission is provided to the UE in RAR



When an uplink transmission is scheduled within a gNB-initiated COT, there are three LBT designs to be applied: Cat1 (i.e. no-LBT), Cat2 for a 16usec gap, and Cat2 for a 25usec gap. For an uplink transmission outside of gNB-initiated COTs, only Cat4 LBT is allowed. Therefore, one of LBT types among Cat1, 16us-Cat2, 25us-Cat2 and Cat4 is indicated in a scheduling PDCCH. Similarly, one LBT type can be indicated by the PDCCH order that triggers a PDCCH-ordered PRACH transmission. 
[bookmark: _Ref21412960]Proposal 3: For PDCCH-order triggered PRACH, one LBT type among Cat1, 16us-Cat2, 25us-Cat2, and Cat4 is indicated in the PDCCH order.
[bookmark: _Ref21412966]Proposal 4: For dynamic and semi-persistently configured PUCCH/SRS transmission, one LBT type among Cat1, 16us-Cat2, 25us-Cat2, and Cat4 is indicated in the corresponding scheduling PDCCH.
As to Msg3 initial transmission scheduled by RAR, we think it is beneficial to have the flexibility to schedule different Msg3 transmissions with different LBT types. For example, some of them may share a gNB-initiated COT while the others may fall outside of a gNB-initiated COT. In order to support such scheduling flexibility, we hence propose the LBT type should be carried by the MAC RAR for the corresponding PUSCH transmission. Unfortunately, there is only reserved bit from NR R15 and therefore only two LBT types can be supported. Considering the UE processing time of RAR and Msg3 preparation, we think it is less likely to apply Cat1 and 16us-Cat2 for Msg3 transmission. Therefore, we propose only 25us-Cat2 and Cat4 can be indicated in MAC RAR for the PUSCH transmission scheduled by a RAR UL grant. 
[bookmark: _Ref21412973]Proposal 5: An LBT type of either 25us-Cat2 or Cat4 is indicated in MAC RAR for the corresponding PUSCH transmission scheduled by the RAR UL grant. 



Figure 2: MAC RAR (Figure 6.2.3-1 of TS38.321)
Finally, for a PUSCH transmission scheduled by PDCCH, both LBT type and CAPC value can be indicated in the scheduling PDCCH. However, the purpose of the indicated CAPC value is different when the indicated LBT type is different. Specifically, if Cat1 or Cat2 LBT (16us-Cat2 or 25us-Cat) is indicated, UE transmit the scheduled PUSCH within a gNB-initiated COT. In this case, the CAPC value indicates to the UE that it is the CAPC value that gNB has used to acquire the COT and UE is not allowed to transmit data with priority lower than the used CAPC on the PUSCH within the gNB-acquired COT. On the other hand, if the indicated LBT type is Cat4, it means the PUSCH transmission is outside a gNB-initiated COT. UE has to apply Cat4 to acquire its own COT for the PUSCH transmission. In this case, since the UE has the latest knowledge of the data it is transmitting, it is reasonable to let UE to select an appropriate CAPC value for acquiring a channel occupancy. We propose that in the case when Cat4 is indicated, the CAPC field is reserved and UE chooses the CAPC value for acquiring channel access for the PUSCH transmission. 
[bookmark: _Ref21412978][bookmark: _Ref21413480]Proposal 6: For dynamically scheduled PUSCH transmission, both LBT type and CAPC can be indicated in the scheduling PDCCH. When Cat4 LBT is indicated, the field of CAPC is reserved. UE determines the CAPC for the Cat4 LBT based on the data priority it is transmitting.
· LBT type: Cat1, 16us-Cat2, 25us-Cat2, and Cat4
· If an LBT type of Cat1 or Cat2 is indicated, UE cannot transmit data with priority lower than the indicated CAPC value. 

CWS adjustment procedures
	Agreement: (RAN1 #94 1808)
In addition to aspects considered in LTE LAA, CWS adjustment procedure in NR-U may additionally consider at least the following aspects:
· CBG based HARQ-ACK operation,
· NR scheduling and HARQ-feedback delays and processing times
· wideband (>20 MHz) operation including BWPs
· Configured grant operation



	Agreement: (RAN1 #98 1808)
For a gNB initiated channel occupancy the reference duration for CWS adjustment is defined as follows.
· For a CO with unicast PDSCH(s) and for each set of LBT bandwidths for which a single contention window is maintained, the reference duration for CWS adjustment is from the beginning of the CO until the end of the first slot where at least one unicast PDSCH is transmitted over all the resources allocated for the PDSCH, or until the end of the first transmission burst by the gNB that contains unicast PDSCH(s) transmitted over all the resources allocated for the PDSCH, whichever occurs earlier. 
· If the CO has a unicast PDSCH, but doesn’t have any unicast PDSCH transmitted over all the resources allocated for that PDSCH, then, the duration of the first transmission burst by the gNB within the CO that contains unicast PDSCH(s) is the reference duration for CWS adjustment.

Agreement: (RAN1 #98 1808)
For a UE initiated channel occupancy the reference duration for CWS adjustment is defined as follows.
· For a CO with PUSCH(s) and for each set of LBT bandwidths for which a single contention window is maintained, the reference duration for CWS adjustment is from the beginning of the CO until the end of the first slot where at least one PUSCH is transmitted over all the resources allocated for the PUSCH, or until the end of the first transmission burst by the UE that contains PUSCH(s) transmitted over all the resources allocated for the PUSCH, whichever occurs earlier. 
· If the CO has a PUSCH, but doesn’t have any PUSCH transmitted over all the resources allocated for that PUSCH, then, the duration of the first transmission burst by the UE within the CO that contains PUSCH(s) is the reference duration for CWS adjustment.

Agreement: (RAN1 #98 1808)
For a gNB initiated channel occupancy, for a DL burst without unicast PDSCH and with one or multiple UL grants, and for each set of LBT bandwidths for which a single contention window is maintained, CWS adjustment is based on the success or failure (FFS: CB, CBG, or TB) of reception of PUSCH transmissions in the granted resources
· FFS: Details of CWS adjustment based on the reception of a successful transmission
· FFS: Handling of PUCCH/PRACH/SRS and PUSCH without UL-SCH



	[ETSI EN 301 893 V2.1.1]
1) The Channel Access Engine shall set CW to CWmin.
[… Omitted …]
7) When the Channel Occupancy has completed, and it has been confirmed that at least one transmission that
started at the beginning of the Channel Occupancy was successful, the Initiating Device proceeds with step 1)
otherwise the Initiating Device proceeds with step 8).

8) The Initiating Device may retransmit. If the Initiating Device does not retransmit the Channel Access Engine
shall discard all data packets associated with the unsuccessful Channel Occupancy and the Channel Access
Engine shall proceed with step 1). Otherwise, the Channel Access Engine shall adjust CW to
((CW + 1) × m) - 1 with m ≥ 2. If the adjusted value of CW is greater than CWmax the Channel Access Engine
may set CW equal to CWmax. The Channel Access Engine shall proceed with step 2).



CWS adjustment for unicast PDSCH/PUSCH
Per ETSI regulation, if at least one transmission in the beginning of the channel occupancy is successful, then CWS is reset to CWSmin. Therefore, for the cases when channel occupancy contains unicast PDSCH(s)/PUSCH(s), the CWS adjustment is done as follows when CBG-based HARQ-ACK is taken into account.   
[bookmark: _Ref21412984]Proposal 7: If CBG-based HARQ-ACK feedback is configured for NR-U, convert CBG-level HARQ-ACK feedback to TB-level HARQ-ACK feedback. Use TB-level HARQ-ACK feedback for CWS adjustment. 
· If any CBG-level ACK is detected for a TB within the reference duration for CWS adjustment, then regard the TB-level HARQ-ACK feedback as ACK.
· If all CBG-level HARQ-ACK feedbacks are NACK for a TB within the reference duration for CWS adjustment, then regard the TB-level HARQ-ACK feedback as NACK.  
For the case when gNB initiates channel occupancy that contains unicast PDSCH(s), we have the following proposal for CWS adjustment.
[bookmark: _Ref21412990]Proposal 8: For a gNB initiated channel occupancy which contains unicast PDSCH(s), if any CBG-level or TB-level ACK is detected for PDSCH(s) in the reference duration, the channel occupancy is considered successful and CWS is reset to CWSmin. 
For the case when UE initiates channel occupancy that contains unicast PUSCH(s) on scheduled grant(s), configured grant(s) or both, the CWS adjustment follows the following proposal.
[bookmark: _Ref21413004]Proposal 9: For a UE initiated channel occupancy which contains unicast PUSCH(s), for any PUSCH in the reference duration if any of the following is met, CWS is reset to CWSmin.
· A PDCCH with UL grant has received with NDI toggled where the PDCCH contains a HARQ process that has been associated with a PUSCH in the reference duration.  
· A CG retransmission timer (CGRT) has expired where the CGRT is for a HARQ process for a PUSCH in the reference duration.
· HARQ-ACK feedback, in TB-level or CBG-level, is detected as ACK for any of PUSCH(s) in the reference duration. Note: In this case, the HARQ-ACK feedback is carried by DFI.

CWS adjustment for broadcast data or signals/channels without data
Unlike LAA, NR-U supports stand-alone and dual-connectivity deployments. Therefore, a channel occupancy may be initiated for transmissions that have no corresponding HARQ-ACK feedbacks. However, these transmissions such as DRS, system information, RACH, paging, etc. are very important in terms of system operation and management. And that is why we have agreed that most of them can be applied with Cat4 LBT with the highest priority. In fact, they should have been regarded as “short controlling signaling” and no LBT is required per regulation, since their functions are for system management and control. Based on the above, we think when a channel occupancy is initiated by applying Cat4 with the lowest priority class value (i.e. the highest priority), then CWS is always set to CWSmin. 
[bookmark: _Ref21413011]Proposal 10: CWS is always set to CWSmin when Cat4 with the lowest priority class value is employed to initiate channel occupancy.
[bookmark: _Ref21413017]Proposal 11: CWS is always set to CWSmin for initiating channel occupancy which contains only signals/channels with which no feedbacks are expected. Such signals/channels include at least the following
· SS/PBCH blocks, RMSI, OSI, CSI-RS, paging with and without PDSCH payload, PDCCH-only without any UL grant, RACH, PUCCH, and SRS. 

FBE operation
	Agreement:
Capture the following in the TR:
For FBE:
· gNB acquires COT with Cat2 immediately prior to the fixed frame period
· within the gNB acquired COT, if a gap is <= 16 us, Cat 1 can be used by the gNB and associated UEs
· within the gNB acquired COT, if a gap is > 16 us, Cat 2 should be used by the gNB and associated UEs
Note: This is intended to be aligned with any regulations for FBE operation



Some issues need to be resolved in order for NR-U to operate in a frame-based equipment mode. 
· Whether and how to signal FBE configuration such as LBE/FBE mode and the fixed frame period?
· How should UE to conduct uplink transmissions especially on semi-statically and semi-persistently configured resources?
· Whether and how to reduce UE’s PDCCH monitoring efforts in FBE?
  
As to signaling of FBE configuration, we think explicit signaling may not be necessary. For example, if the LBT type for PRACH is signaled by the network, UE can implicitly determine whether LBE or FBE is being employed. For the fixed frame period signaling, please note that the slot format indication is quite flexible in NR already. Again, we do not think explicit signaling of FFP is needed. To be more specific, the FFP can be determined by the periodicity of slot formats indicated by the semi-static UL/DL configuration carried by RMSI. 
[bookmark: _Ref21413023]Proposal 12: The fixed frame period (FFP) of a cell can be determined from tdd-UL-DL-ConfigurationCommon in ServingCellConfigCommonSIB. No additional signaling for FFP is needed.  
[bookmark: _Ref21413030]Proposal 13: LBT type for PRACH is signaled via RMSI and UE can determine whether the system is operated in LBE or FBE mode implicitly via the indicated LBT type for PRACH. 
Per regulation, UE is allowed to operate as an initiating device and acquire channel occupancy. This is important in order to support UE-initiated transmissions such as RACH, SR, PUSCH on configured grants and so on. Therefore, UE should be allowed to conduct uplink transmission on a semi-statically configured resource simply conditioned on it passes Cat2 LBT.   
[bookmark: _Ref21413038]Proposal 14: UE applies Cat2 LBT for PRACH/PUCCH/PUSCH/SRS on semi-statically semi-persistently configured resources by default, unless indicated otherwise. 
[bookmark: _Ref21413047]Proposal 15: UE is allowed to conduct PRACH/PUCCH/PUSCH/SRS transmission on semi-statically and semi-persistently configured resources simply conditioned on the passes of Cat2 LBT.  
Finally, unlike LBE, an FBE device is only allowed to acquire channel occupancy at the boundaries of its fixed frame periods. Having said this, UE can possibly assume that its serving gNB has failed to acquire channel occupancy for a fixed frame period if the UE cannot detect any downlink transmission in the beginning of the fixed frame period. In this case, it is reasonable that UE can skip PDCCH monitoring for the rest of the fixed frame period. 
[bookmark: _Ref21413056]Proposal 16: If UE does not detect/decode any downlink transmission in the beginning of a fixed frame period, UE can skip PDCCH monitoring and measurement for the remaining duration of the fixed frame period.   

ETSI BRAN LBT regulations
In the ETSI BRAN regulations [1] there are two methods of adaptivity (channel access mechanism) specified, one of which is Load Based Equipment (LBE) and the other of which is Frame Based Equipment (FBE).
ETSI Load Based Equipment (LBE) Adaptivity
It should be noted that ETSI has left the Adaptivity (Channel Access Mechanism) procedure unspecified for Load Based Equipment (LBE) initiating devices that have transmission gaps of greater than 25us. The relevant text for this is copied below.
If a Channel Occupancy consists of more than one transmission the transmissions may be separated by gaps. The Channel Occupancy Time is the total duration of all transmissions and all gaps of 25 μs duration or less within a Channel Occupancy and shall not exceed the maximum Channel Occupancy Time in table 7 and table 8. The duration from the start of the first transmission within a Channel Occupancy until the end of the last transmission in that same Channel Occupancy shall not exceed 20 ms.
…
The Channel Access Engine can have multiple transmissions without performing an additional CCA on this Operating Channel providing the gap in between such transmissions does not exceed 16 μs. Otherwise, if this gap exceeds 16 μs and does not exceed 25 μs, the Initiating Device may continue transmissions provided that no energy was detected with a level above the ED threshold defined in clause 4.2.7.3.2.5 for a duration of one Observation Slot.
…
The Responding Device that does not proceed with such transmissions within 16 μs after the last transmission from the Initiating Device that issued the grant, shall perform a Clear Channel Assessment (CCA) on the Operating Channel during a single observation slot within a 25 μs period ending immediately before the granted transmission time. If energy was detected with a level above the ED Threshold defined in clause 4.2.7.3.2.5, the Responding Device shall proceed with step 3). Otherwise, the Responding Device shall proceed with step 2).
It should be further noted that there could be more than one reason why an ETSI LBE initiating device might pause for more than 25us, but one such reason could simply be that the responding devices for which the pause was designated simply did not respond. Another reason for gaps exceeding 25us could be that the initiating devices has no data to send but does, however, have disperse control frames that need to be sent at specific points in time.
One could assume that initiating devices are allowed to proceed in the same manner as responding devices in this respect and perform a Clear Channel Assessment (CCA) on the Operating Channel during a single observation slot within a 25 μs period ending immediately before the resumed transmission time. However, since this is not actually specified by ETSI, it would be unwise to proceed with this assumption. The other assumption is that the initiating device is allowed to resume transmission after a successful category-4 Listen-Before-Talk (cat-4 LBT) procedure. But this is equivalent to starting a new COT, which would be the prudent approach if cat-4 LBT is mandated.
On the other hand, ETSI has provisioned for extending COT sizes for ETSI class 1 and class 2 LBE devices. The text for this is copied here:
The maximum Channel Occupancy Time (COT) of 6 ms may be increased to 8 ms by inserting one or more pauses. The minimum duration of a pause shall be 100 μs. The maximum duration (Channel Occupancy) before including any such pause shall be 6 ms. Pause duration is not included in the channel occupancy time.
ETSI does not, however, provide a procedure on how to recommence transmission after inserting at least a 100us pause.
[bookmark: _Ref4666990]Observation 3: ETSI has not specified how initiating devices should handle gaps in its own transmission that are larger than 25us.
[bookmark: _Ref4667160]Proposal 17: Draft a Liaison statement to ETSI BRAN to seek clarification on how initiating devices should handle gaps in its own transmission that are larger than 25us or draft a change request to ETSI EN 301 893 to specifically cover this missing case.
Greedy source traffic model (full buffer)
In Figure 4 we show the relative device utilizations of a channel in which these devices are competing for the same channel. Utilization here is defined as the amount of time a device gained exclusive access to the shared channel resource as a fraction of the total simulation time. This provides statistical probabilities of gaining access that also take into account the length of time allotted after gaining clear access. The traffic model for each device is assumed fully loaded with data always available to be sent. In all cases one of the devices is an LBE class 1 device. The relative utilization between ETSI LBE class 4 or class 3 and class 1 devices in Figure 4 demonstrate that ETSI LBE class 1 cannot expect to compete with these devices. In the IEEE 802.11 specifications, the equivalent class is referred to as the Background (BK) access class. When specifying what channels and signals use ETSI class 1, 3GPP should be cognizant of the fact that ETSI LBE class 1 was targeted for background low priority data with no reasonable expectation of timely delivery if competing with any other LBE device of a higher priority class.
It should not come as a surprise that ETSI LBE class 1 devices perform as they do if one considers the ideal timing of this class relative to any other ETSI LBE class. This can be seen in Figure 3.
[image: ]
[bookmark: _Ref4501580]Figure 3: Ideal timing of all ETSI LBE priority class devices' access engines
The first two dotted vertical red lines counting from the left in the timing diagram of Figure 3 show the average and worst case delay of an ETSI LBE class 4 access engine before assuming clear access to the shared channel when taking account of enforced pause, prioritization period and random back-off procedure period. It should be noted that both these lines fall well within the prioritization period of an ETSI LBE class 1 device. This ensures that the ETSI LBE class 1 device never completes its prioritization period and therefore never gets to decrement its random back-off counter, leaving it with zero channel utilization. The third vertical dotted red line shows the worst case ETSI LBE class 3 timing which only just overlaps with the ETSI LBE class 1 device’s prioritization period, giving it just one opportunity to decrement its random back-off counter, but only when an ETSI LBE class 3 device draws its largest back-off value, which will only occur 1 in 8 or 12.5% of the time. Couple these two probabilities together using the average random back-off count value for ETSI LBE class 1 of 1 in 7.5 and one gets an approximate chance of 1/8*1/7.5 = 1.67% of winning, before taking account of collisions, CCA times and COT time differences.
Only, in the rare event that exponential back-off takes an ETSI LBE class 3 or ETSI LBE class 4 device to a contention window (CW) of equal value to an ETSI_LBE class 1 device will the ETSI class 1 device gain some tiny proportion of the utilization (less that 0.01%). Note that this will only occur if the ETSI LBE class 3 or ETSI LBE class 4 device is contending and more importantly colliding with another device of similar priority.
[image: ] [image: ]
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[bookmark: _Ref4420764]Figure 4: ETSI LBE class 1 utilization relative to other ETSI LBE classes, all devices acting as greedy sources.
All simulation parameters used to generate Figure 4 and all subsequent figures are detailed in Table 1.
[bookmark: _Ref4423451]Table 1: Simulation parameters
	Class
	p0
	CWmin
	CWmax
	Maximum COT

	4
	1
	3
	7
	2ms

	3
	1
	7
	15
	4ms

	2
	3
	15
	63
	6ms

	1
	7
	15
	1023
	6ms

	CCA slot [9us] fraction
	4us

	Traffic model
	Full buffer

	Exponential back-off
	Enabled

	Simulation length
	20 000 000 000us

	Timing
	Ideal



The use of the “full buffer” traffic model can be justified in this instance as we are trying to establish theoretical statistically fair use specifically in a coexistence scenario. There would be no point in including time periods where competing devices were not actually competing because they had no data to send, which would be the case for more real world traffic models.
A fractional period of 4us of a 9us CCA observation slot was used to ascertain if the channel was free, since both IEEE 802.11 and 3GPP LAA nominally use 4us for this. It is unclear what the ETSI BRAN expectation of this should be. Since ideal timing was used, this will only affect collision measurements between ETSI LBE and ETSI FBE devices. Ideal timing implies no propagation delays, no processing delays and no observation slot timing differences were modelled. Modelling non-ideal time will result in slightly increased collisions.
If any collisions were detected amongst competing devices, the channel time for those collisions was not counted towards the utilization totals for the colliding devices in Figure 4, while any non-colliding portions of a collided COT were counted towards devices’ totals. In Figure 4 the different shades of the same color depict this where the brighter color depicts the total accumulated time of COTs that did not collide at all while the darker shade of color depicts the total accumulated time of these non-collided COT portions. No assumptions were made about the ability to decode these collided COTs. The simulation is a measure of “exclusive use allocation” of channel resource time, without being technology specific about how well this time was used by any one device.
[bookmark: _Ref15910353][bookmark: _Ref4667006]Observation 4: ETSI LBE class 1 devices should not have any reasonable expectation of channel utilization when any other higher priority LBE devices are competing for the same channel, including access engines enabled within the same device.
[bookmark: _Ref4667168]Proposal 18: When specifying what NR-U channels or signals should use ETSI LBE class 1, 3GPP should not have any expectation of timely delivery of these channels or signals. FFS – which channels or signals can tolerate this level of uncertainty?
Building on the results from Figure 4 and Observation 4 we now show results for neighboring ETSI LBE device classes competing for access to the channel. We place two devices in a simulation with differing priority class where the devices differ by just one level of access class, i.e. class 1 vs. class 2, class 2 vs. class3 and class 3 vs. class 4. We can see from Figure 5 that lower priority class devices are being locked out of the channel by higher priority devices by significant proportions. The same use of color sharing to depict collision free COTs and on non-collided COT portions as described in Figure 4 is again used here. If we consider that these competing devices are likely from different competing networks there is a considerable advantage to using a higher priority class to send data (even when accounting for the shortened COT lengths). This could be construed as unfair coexistence.
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[bookmark: _Ref15912670]Figure 5: Utilization of a single ETSI LBE device when competing with a single ETSI LBE device of neighboring higher priority class with all devices acting as greedy sources.
[bookmark: _Ref21412766]Observation 5: A single higher priority access class device has an unfair advantage over a single lower priority access class device. The unfairness grows as the priority class difference grows.
To extend the results from Figure 5 we next look at larger device collections of neighboring priority classes. We do this to see if the unfairness shown in Figure 5 is perpetuated to larger numbers of devices or if the situation gets better or worse for the device set under consideration. In this simulation setup an equal number of devices of two different but neighboring priority classes are placed to compete for the channel. The size of the set is swept from a single device of each priority class (representing the same results depicted in Figure 5) through to a total of 64 devices of each priority class, making a combined simulation set of 128 devices. The aggregate channel utilization of each priority class type is measured for each set of device classes
What the results show is that the unfairness of the higher priority device depicted in Figure 5 is considerably magnified with increasing set size, with the higher priority device class set almost completely dominating the channel. What is also telling though is that the aggregate utilization of the combined set of both device classes in every case asymptotically approaches a total utilization of far less than 50%. This is demonstrated by the aggregate collisions extending well beyond 50%, and in the case class 2 competing with class 3 devices approaching almost 80% in collisions. This is an extraordinary price to pay for priority. The waste of precious bandwidth through useless collisions is far greater than the benefit of priority.
[bookmark: _Ref21412772]Observation 6: A collection of higher priority access class devices has complete dominance in the channel over an equal sized collection of lower priority access class devices. The unfairness grows wider as the size of the device set grows.
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[bookmark: _Ref15991903]Figure 6: Aggregate utilization of a collection of ETSI LBE devices of one class competing with a collection of ETSI LBE devices of neighboring higher priority class with all devices acting as greedy sources.
It is clear from Figure 6 that a collection of ETSI LBE higher priority class devices has a detrimental effect on an equal sized collection of lower priority class devices. This is expected, given the differing priority, what is unexpected is the severity of the higher priority devices’ ability to curtail access to the channel by the lower priority devices as the collection size grows. What is also likewise unexpected is the amount of the channel that is lost to collisions as the collection of devices grows.
Next we explore what effect just a single ETSI LBE higher priority device has on the ability of a collection of lower priority class devices’ aggregate ability to gain access to the channel. We do this for a varying set size of ETSI LBE class 2 devices competing against just a single ETSI LBE class 3 device and then again for a single ETSI LBE class 4 device. It can be seen from Figure 7 that even a single device of higher priority class is able to dominate the channel even when competing against a significantly larger set of lower priority devices where its aggregate utilization of the entire lower priority set never breaches the utilization of the single higher priority device. Again, the aggregate utilization of the combined set of both device classes in every case asymptotically approaches a total utilization of far less than 50%, as demonstrated by the aggregate collisions extending well beyond 50%.
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[bookmark: _Ref15992428]Figure 7: Channel utilization for a collection of 1 to 128 competing ETSI LBE class 2 devices competing against a single ETSI LBE class device of higher priority class (class 3 or class 4) with all devices acting as greedy sources.
In IEEE 802.11 specifications there is a notion of what type of traffic should be allowed to use different access priorities. In IEEE 802.11 these are, in ascending order of priority, BK (background, equivalent to class 1), BE (best-effort, equivalent to class 2), VI (video, equivalent to class 3) and VO (voice, equivalent to class 4). In 3GPP and in ETSI EN 301 893 there is no such notion of traffic type to priority class mapping. As a result, over time, this could be abused to gain unfair access to the channel in light of the results shown in Figure 1, Figure 4, Figure 5, Figure 6 and Figure 7.
[bookmark: _Ref21412779]Observation 7: There is no ETSI restriction on which ETSI priority class to use for what traffic.
Next we look at what sort of theoretical channel utilization to expect from a large collection of simultaneously competing ETSI LBE devices of a particular class. The results of this can be seen in Figure 8. In these simulations devices of just one particular type are placed in competition with each other and then the aggregate channel utilization is measured. No other devices, even of differing class, are introduced into the mix. From Figure 8 we can see that for all but ETSI LBE class 1 device collections, the channel utilization becomes very poor, even for relatively small device collections, with ETSI LBE class 3 and class 4 device collections dropping to 30% utilization for a collection of more than 20 devices. Even ETSI LBE class 1 eventually converges on a more than 50% collision rate (less than 50% utilization).
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[bookmark: _Ref7767834]Figure 8: Channel utilization for a collection of 1 to 128 competing ETSI LBE devices of various classes with all devices acting as greedy sources.
[bookmark: _Ref7790363]Observation 8: ETSI BRAN defined LBE adaptivity results in excessive waste of precious bandwidth due to excessive collisions with competing devices of the same or different device class.
[bookmark: _Ref7790435]Proposal 19: Research alternative adaptivity mechanisms that are less wasteful of bandwidth when considering the 6GHz spectrum allocations.
This channel bandwidth waste comes at a bigger, but hidden cost of delay to a successful channel access. The collision rate in Figure 8 is so severe that is actually unnecessarily lengthens the periods between successful accesses to the competing channel, thus ironically delaying data that is meant to be prioritized. This is demonstrated in Figure 9 for ETSI LBE class 2 devices. For each device in the simulated collection of Figure 8 a histogram of delay between successful (non-collided) access attempts was kept. All histograms from all devices in the collection were collated and plotted in Figure 9. It should be noted that the x-axis of Figure 9 is on a log scale to emphasize the delay. It shows quite clearly that the delay spread is markedly affected by multiple decades of increase during periods of congestion that are disproportionate compared to the collection size. The average delay between successful access attempts of the same ETSI LBE class 2 device is an extraordinary 6.15s for 128 competing ETSI LBE class 2 devices, with a worst case observed delay of 49.67s.
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[bookmark: _Ref7768745]Figure 9: Cumulative distribution of channel access delays for 1 to 128 ETSI class 2 devices
[bookmark: _Ref7790289]Observation 9: ETSI BRAN defined LBE adaptivity results in excessive access delay due to excessive collisions with competing devices of the same device class.
[bookmark: _Ref7790436]Proposal 20: Research alternative adaptivity mechanisms that limit excessive average delay when considering the 6GHz spectrum allocations.
Contention Window (CW) adjustment
Before showing further results we offer up an explanation as to why these results above appear to be so bad.
An ETSI LBE device shall before transmission of a COT perform a random back-off procedure which involves pulling a number from a uniform distribution [0 CW], where CW defines the current contention window size. CW is adjusted up (effectively doubled, up to a maximum CWmax) based on observed contention, but reset after each successful transmission by the initiating device back to CWmin.
This process makes no sense in the context of contention and is the basis for why channel utilization is so low in channels experiencing congestion. There are two parts to this issue. The first part is the range of the window size, the second part is the reset mechanism.
The range of the window size [CWmin CWmax] effectively defines the number of LBE devices of a particular class that the channel can support without significant losses in airtime due to collisions. A small range [CWmin CWmax], like those defined for LBE class 3 and LBE class 4 devices limits the number of supportable devices of this class to a very small set. The value of CWmax is in no way a direct measure of the number of devices that is supportable. Probabilistically the window size CW needs to be vastly larger than the total supported device count to avoid the possibility of contention. This is entirely due to the random nature of a uniform distribution resulting from the likelihood of two devices picking the same number and that number also being the smallest of all the numbers being picked. In a round-robin-like scheme the contention window could in theory at least exactly match the device count and the channel would achieve no contention at all. The upshot being, for class 3 and class 4 devices the maximum contention window size CWmax as defined today is far too low to realistically support anything other than one or maybe two LBE devices of these access classes.
[bookmark: _Ref21412799]Observation 10: ETSI LBE maximum Contention Window (CWmax) sizes are too low to allow fair access to a channel beyond that of a very small collection of competing devices.
The reset mechanism, whereby the initiating device is permitted to reset its CW to CWmin after a successful transmission is the most troublesome because it runs counter to the concept of fair coexistence. A device that has just experienced a successful transmission should by all rights have a lower probably of successful transmission in the immediately following transmission opportunity times given that it has just been successful, while other competing devices that are still waiting their turn should have higher probabilities of successfully grabbing the channel. By resetting CW to CWmin has the effect of increasing the devices probability of winning the channel a second time immediately following a previously successful transmission. This puts waiting devices with larger CW values at a disadvantage. The resulting effect being a device that has access to the channel will unfairly be able to hold access for longer in subsequent attempts.
[bookmark: _Ref21412805]Observation 11: ETSI LBE Contention Window (CW) reset to CWmin after previous transmission success does not result in fair coexistence which manifests as very poor aggregate successful channel utilization during periods of congestion.
Poisson traffic
We now briefly turn our attention to Poisson distributed traffic models where we simulate the identical case to those presented in Figure 6 except the greedy source traffic model is substituted for a Poisson traffic model. All other simulation assumptions listed in Table 1 are the same as before. We choose two different average data packet arrival times for the Poisson distributed traffic model, the first is a 20ms average arrival time while the second is a 100ms average arrival time. The same average data arrival time is applied to all devices in the simulation. For reference the same greedy source plots from Figure 6 are included on these Poisson traffic plots where the average data packet arrival time is depicted as 0ms, implying that the data arrival rate in infinite and as such data is constantly arriving and the buffers are always running full. The data packet is assumed sufficiently large to fill an entire COT of the relevant ETSI LBE priority class.
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[bookmark: _Ref16081313]Figure 10: Aggregate utilization of a collection of ETSI LBE devices of one priority class competing with a collection of ETSI LBE devices of neighboring higher priority class with all devices having data packet arrival times following a Poisson distribution all with the same average arrival times.
[bookmark: _Ref21412815]Observation 12: Poisson distributed traffic models behave similar to the greedy source traffic model and eventually, with enough device load, converge on the same utilization exhibited by a greedy source traffic model.
Lastly we try to show what we believe to be sub-optimal with the current adaptivity procedure as defined in ETSI EN 301 893. In this last simulation set we simulate a collection of 16 devices of either ETSI LBE class 2 or ETSI LBE class 3 device priorities and we then vary the data packet arrival rate of the Poisson distribution from 1 packet/sec up to some maximum where convergence to a steady-state of full-buffer is achieved. The packet data arrival rate in simply the inverse of the average data packet arrival time from the previous results and discussions relating to Figure 10.
It can be seen from Figure 11 that adaptivity as defined by ETSI in EN 301 893 holds relatively steady as the channel load rises due to increased data packet arrival rates, until is peaks at some maximum where the channel reaches capacity, but then worryingly it proceeds to drop from the maximum achieved capacity and eventually asymptotically converges on an aggregate channel utilization well below the peak. This same steady-state asymptotic value can be read off Figure 8 for the 16 device count case and shows that at this rate of data packet arrival and all higher rates, the devices have effectively become greedy sources with data arriving faster than it can be sent over the channel.
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[bookmark: _Ref16081404]Figure 11: Aggregate utilization of a collection of 16 ETSI LBE devices of one priority class all having the same data packet arrival rate for a Poisson distributed traffic model.
The two worrisome aspects of Figure 11 are that the peak is muted relative what can be achieved with changes in adaptivity and that there is a precipitous drop from this peak that varies considerably based on ETSI LBE priority class, device count and average data packet arrival rate.
[bookmark: _Ref21412825]Observation 13: Adaptivity as defined by ETSI in EN 301 893 is sub-optimal when one considers the cases where the channel is close to reaching capacity through to the case where the channel is congested with all competing devices having a full data buffer. It is exactly this region where adaptivity should be saving the channel from collapse where in fact it is partly responsible for such a collapse.
[bookmark: _Ref21412833]Observation 14: Coexistence is only possible today due to traffic patterns not fully occupying buffers. Currently we rely on the aggregate effect of the underlying adaptivity probabilities convolved with the traffic model probabilities. But there is no ETSI restriction on what class to use for which traffic and there is no ETSI restriction on traffic patterns (except in the case of short control signaling). This is unsustainable. Future, more data hungry, traffic patterns will render adaptivity ineffective. We are already seeing this in deployments. We cannot predict the future, but we can regulate for better adaptivity.
[bookmark: _Ref21413116]Proposal 21: Research alternative adaptivity mechanisms that prevent precipitous channel collapse around the region of congestion when considering the 6GHz spectrum allocations.
We shouldn’t consider ETSI EN 301 893 defined adaptivity as completely hopeless or broken and should at least acknowledge credit that the currently defined procedures does hold the channel up through periods of light congestion. The alternative, although not recommended, would be to not implement any form of adaptivity and allow devices to simply transmit whenever they had data to send without any regard for other devices that may be doing the same. We show this in Figure 12 compared against the same plot of ETSI LBE class 3 from Figure 10. An equal sized collection of devices with a Poisson distributed traffic model that are not following any LBT procedures clearly do not perform as well as those following ETSI EN 301 893 adaptivity procedures. Interestingly the resulting aggregate utilization for the no-LBT case appears to follow a gamma distribution.
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[bookmark: _Ref16083664]Figure 12: Aggregate utilization of a collection of 16 ETSI LBE class 3 devices compared to the same collection not following any LBT procedures, with all devices in both simulations having the same data packet arrival rate for a Poisson distributed traffic model.
[bookmark: _Ref21412842]Observation 15: Adaptivity as defined by ETSI in EN 301 893 is a good starting base for adaptivity to be defined in the 6GHz spectrum, but it does need some changes to counteract poor channel utilization during times of congestion and unfair access of higher priority classes. It is unlikely that these changes would result in something that is backwards compatible to EN 301 893 so any first draft of ETSI EN 303 687 should also include these changes.
Consider the case of ETSI LBE class 3 priority class utilization as shown in Figure 11 and Figure 12. If the aggregate utilization were to be maintained at its peak of approximately 80% even through a congested channel, rather than precipitously dropping down to less than 40% utilization, this would be equivalent to adding a whole new tranche of spectrum of equal size to what is already under consideration in 2.4GHz, 5GHz and 6GHz. This should be an attractive prospect to both regulators and all vested SDOs.
NR-U Load Based Equipment (LBE) with Symbol Aligned Adaptivity
It has been discussed offline whether NR-U should adjust its adaptivity alignment such that the end of any LBT procedure aligns with a certain symbol boundary. This implies in most cases inserting a longer than required by ETSI regulations pause before progressing with its prioritization period followed by its random back-off period. The length of the additional pause will depend both on the sub-carrier spacing (SCS) and the desired symbol boundary to align to. Suggestions of single-symbol, two-symbol and four-symbol alignment have been discussed.
The rationale for doing such alignment would be to avoid the use of any length reservation signal after a successful LBT procedure but before any transmissions started on the COT. In Figure 13 we present the utilization results of such a symbol-aligned device competing with another like-for-like ETSI LBE device that was not undergoing NR-U symbol alignment, such as an IEEE 802.11 device. The legend describes the ETSI LBE class of device as well as the number of symbols it aligned to. For example LBE #3,2 implies an ETSI LBE class 3 device that aligned to NR-U 2-symbol boundaries at the relevant SCS. The SCS was swept from 15kHz to 60kHz and is shown on the x-axis.
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[bookmark: _Ref4665814]Figure 13: Channel utilization of an ETSI LBE device with NR-U symbol alignment
For equally fair utilization when competing with just one other device of the same class, one should expect exactly 50% utilization. We can observe from Figure 13 that utilization is somewhat acceptable, where we get approximately 40% utilization, for ETSI LBE class 1 and class 2 devices with NR-U single-symbol alignment provided we do not use 15kHz SCS. Likewise, for ETSI LBE class 1 and class 2 devices with NR-U two-symbol alignment provided we only use 60kHz SCS. All other cases show drastically reduced utilization numbers, with the extreme left lower corner showing < 5% channel utilization for ETSI LBE class 4 devices with NR-U single-symbol alignment. The situation is significantly worse for 2- and 4- symbol alignment.
[bookmark: _Ref4825765]Observation 16: An ETSI LBE device with NR-U symbol alignment does not perform well against an ETSI LBE device, such as an IEEE 802.11 device, as defined in the ETSI BRAN regulations.
[bookmark: _Ref4825792]Proposal 22: Start the LBT procedure as per the ETSI BRAN regulations and use a cyclic prefix extension of fractional symbol length, based on active SCS, to bring the COT to symbol alignment. The maximum length of such an extension signal should be less than 78.428us.
ETSI Frame Based Equipment (FBE) Adaptivity
It has been proposed by many companies that ETSI FBE should only be used in one of two scenarios, either environments where there would be reasonable expectation of isolation from other competing equipment, for example a factory floor, or in new greenfield spectrum not yet deployed for use by any technology, for example the 6GHz spectrum. The rationale behind the arguments has always been that ETSI FBE devices do not coexist well with ETSI LBE devices in that ETSI LBE devices will always dominate. However, with judicious choice of a Fixed Frame Period for ETSI FBE equipment, it is entirely possible for an ETSI FBE device to gain reasonable utilization of a channel when competing with an ETSI LBE device of any class. For example, a choice of Fixed Frame Period (FFP) of 2007us achieves utilizations as shown in Figure 14.
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[bookmark: _Ref4433512]Figure 14: ETSI FBE utilization relative to competing ETSI LBE device classes
[bookmark: _Ref4667013]Observation 17: An ETSI FBE device can coexist with ETSI LBE devices
ETSI has defined ETSI FBE devices in such a manner that greedy source ETSI FBE devices cannot coexist with each other without either completely colliding with each other all of the time or one ETSI FBE device always completely dominating over the other ETSI FBE devices. This is under the assumption that they share the same FFP. If they do not share a common FFP, then the ETSI FBE device with the smaller FFP will always dominate at a ratio of approximately 90.5% : 4.5%. The only way that ETSI FBE devices can coexist in the regulations as they are currently written is if all ETSI FBE devices coordinate with each other and share out the channel resource in some form of fair sharing scheme, such as a round-robin scheme. An open question would be then whether this coordination is considered a single network, or disjoint networks that are coordinated in the interests of coexistence.
[bookmark: _Ref4667022][bookmark: _Ref21412881]Observation 18: An ETSI FBE device cannot coexist with another ETSI FBE device unless they coordinate with each other when they grab access to the channel in some sort of supervisory manner. Inherent in this observation is that they already align their Fixed Frame Periods (FFPs).
One way for ETSI FBE devices to coexist is to follow a random procedure similar to ETSI LBE, except in this instance within a defined FFP whereby on a COT-by-COT basis an FBE device would be allowed to start its COT at any 9us observation slot offset within its FFP (currently ETSI EN 301 893 mandates that it shall always start its COT at the beginning of its FPP) provided it found the channel idle in the 9us observation slot immediately prior to it starting its transmission in a COT. The 100us minimum or 5% of the FPP time left idle would then account for the sum of the idle periods both at the start and at the end of the FFP (currently ETSI EN 301 893 mandates that the full idle period is always at the end of the FPP). This would add some random variability to the FBE COT and therefore allow other competing FBE devices a chance to gain access sooner if they drew a higher value for their observation slot number. What ths effectively does it randomly “float” the COT within the FFP. The number of 9us observation slots would obviously be bounded by the minimum 100us or 5% idle time occupancy, whichever is the greater. A timing diagram of this floating-FBE proposal can be seen in Figure 15.
[bookmark: _Ref4667179][bookmark: _Ref4667382][bookmark: _Ref21413132]Proposal 23: Draft a Liaison statement to ETSI BRAN to suggest a change to the adaptivity for FBE devices such that they can fairly coexist with each other without coordination. FFS – what sort of adaptivity for FBE results in fair use.
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[bookmark: _Ref16158187]Figure 15: Floating-FBE proposal.
With some small changes to ETSI FBE adaptivity (that does not include coordination) it is possible to achieve much higher levels of utilization for FBE than even ETSI LBE class 1, previously shown in Figure 8. The same data of Figure 8 is replotted in Figure 16 with a modified ETSI FBE adaptivity utilization added. It shows that this modified ETSI FBE adaptivity converges on an aggregate utilization above 80%.
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[bookmark: _Ref7773844]Figure 16: Channel utilization for a collection of 1 to 128 competing ETSI FBE devices, compared to ETSI LBE devices of various classes
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[bookmark: _Ref7774634]Figure 17: Cumulative distribution of channel access delays for 1 to 128 modified ETSI FBE devices
To complete the comparison, the same cumulative distribution of delay spread that was shown for ETSI LBE class 2 in Figure 9 is shown for this modified ETSI FBE adaptivity in Figure 17. Figure 17 clearly shows a more favorable delay spread than that of Figure 9, even in very congested scenarios. The average delay between successful access attempts of the same ETSI LBE class 2 device is 912ms for 128 competing ETSI LBE class 2 devices, with a worst case observed delay of 18.6s.
[bookmark: _Ref7790407]Observation 19: Modified ETSI FBE can achieve extremely good channel utilization and delay spread, even without coordination.
Conclusion
In this contribution, we have observed the following. 
Observation 1: The chance is slim that devices other than the initiating device and the responding device can occupy the channel by performing a successful LBT within 16us to 25us gaps.
Observation 2: Per regulation, the responding device is not required to conduct more than one CCA even when the gap is larger than 16us.
Observation 3: ETSI has not specified how initiating devices should handle gaps in its own transmission that are larger than 25us.
Observation 4: ETSI LBE class 1 devices should not have any reasonable expectation of channel utilization when any other higher priority LBE devices are competing for the same channel, including access engines enabled within the same device.
Observation 5: A single higher priority access class device has an unfair advantage over a single lower priority access class device. The unfairness grows as the priority class difference grows.
Observation 6: A collection of higher priority access class devices has complete dominance in the channel over an equal sized collection of lower priority access class devices. The unfairness grows wider as the size of the device set grows.
Observation 7: There is no ETSI restriction on which ETSI priority class to use for what traffic.
Observation 8: ETSI BRAN defined LBE adaptivity results in excessive waste of precious bandwidth due to excessive collisions with competing devices of the same or different device class.
Observation 9: ETSI BRAN defined LBE adaptivity results in excessive access delay due to excessive collisions with competing devices of the same device class.
Observation 10: ETSI LBE maximum Contention Window (CWmax) sizes are too low to allow fair access to a channel beyond that of a very small collection of competing devices.
Observation 11: ETSI LBE Contention Window (CW) reset to CWmin after previous transmission success does not result in fair coexistence which manifests as very poor aggregate successful channel utilization during periods of congestion.
Observation 12: Poisson distributed traffic models behave similar to the greedy source traffic model and eventually, with enough device load, converge on the same utilization exhibited by a greedy source traffic model.
Observation 13: Adaptivity as defined by ETSI in EN 301 893 is sub-optimal when one considers the cases where the channel is close to reaching capacity through to the case where the channel is congested with all competing devices having a full data buffer. It is exactly this region where adaptivity should be saving the channel from collapse where in fact it is partly responsible for such a collapse.
Observation 14: Coexistence is only possible today due to traffic patterns not fully occupying buffers. Currently we rely on the aggregate effect of the underlying adaptivity probabilities convolved with the traffic model probabilities. But there is no ETSI restriction on what class to use for which traffic and there is no ETSI restriction on traffic patterns (except in the case of short control signaling). This is unsustainable. Future, more data hungry, traffic patterns will render adaptivity ineffective. We are already seeing this in deployments. We cannot predict the future, but we can regulate for better adaptivity.
Observation 15: Adaptivity as defined by ETSI in EN 301 893 is a good starting base for adaptivity to be defined in the 6GHz spectrum, but it does need some changes to counteract poor channel utilization during times of congestion and unfair access of higher priority classes. It is unlikely that these changes would result in something that is backwards compatible to EN 301 893 so any first draft of ETSI EN 303 687 should also include these changes.
Observation 16: An ETSI LBE device with NR-U symbol alignment does not perform well against an ETSI LBE device, such as an IEEE 802.11 device, as defined in the ETSI BRAN regulations.
Observation 17: An ETSI FBE device can coexist with ETSI LBE devices
Observation 18: An ETSI FBE device cannot coexist with another ETSI FBE device unless they coordinate with each other when they grab access to the channel in some sort of supervisory manner. Inherent in this observation is that they already align their Fixed Frame Periods (FFPs).
Observation 19: Modified ETSI FBE can achieve extremely good channel utilization and delay spread, even without coordination.
Based on the observations, we have the following proposals. 
Proposal 1: For Cat2 LBT in a 16us gap, Alt 1 or Alt 3 from RAN1 #97 is supported.
· Alt 1: The 16us measurement period is split into two slots with the first slot having a duration 7us and second slot having a duration of 9us. 
· Energy measurement is done in the 9us slot with the measurement including averaging for at least 4 us in any portion of the slot. LBT is said to be successful if the measured energy is lower than the ED threshold.
· Alt 3: Energy measurement is done in any portion of the 16 us duration including averaging for at least 4 us. LBT is said to be successful if the measured energy is lower than the ED threshold.

Proposal 2: For channel occupancy initiated by a gNB to transmit one or more of the following, Cat4 with any channel access priority class value can be used by the gNB.
· RMSI, OSI, paging, and RACH messages 
· PDCCH without PDSCH
· Downlink reference signals

Proposal 3: For PDCCH-order triggered PRACH, one LBT type among Cat1, 16us-Cat2, 25us-Cat2, and Cat4 is indicated in the PDCCH order.
Proposal 4: For dynamic and semi-persistently configured PUCCH/SRS transmission, one LBT type among Cat1, 16us-Cat2, 25us-Cat2, and Cat4 is indicated in the corresponding scheduling PDCCH.
Proposal 5: An LBT type of either 25us-Cat2 or Cat4 is indicated in MAC RAR for the corresponding PUSCH transmission scheduled by the RAR UL grant.
Proposal 6: For dynamically scheduled PUSCH transmission, both LBT type and CAPC can be indicated in the scheduling PDCCH. When Cat4 LBT is indicated, the field of CAPC is reserved. UE determines the CAPC for the Cat4 LBT based on the data priority it is transmitting.
· LBT type: Cat1, 16us-Cat2, 25us-Cat2, and Cat4
· If an LBT type of Cat1 or Cat2 is indicated, UE cannot transmit data with priority lower than the indicated CAPC value. 

Proposal 7: If CBG-based HARQ-ACK feedback is configured for NR-U, convert CBG-level HARQ-ACK feedback to TB-level HARQ-ACK feedback. Use TB-level HARQ-ACK feedback for CWS adjustment.
· If any CBG-level ACK is detected for a TB within the reference duration for CWS adjustment, then regard the TB-level HARQ-ACK feedback as ACK.
· If all CBG-level HARQ-ACK feedbacks are NACK for a TB within the reference duration for CWS adjustment, then regard the TB-level HARQ-ACK feedback as NACK.  

Proposal 8: For a gNB initiated channel occupancy which contains unicast PDSCH(s), if any CBG-level or TB-level ACK is detected for PDSCH(s) in the reference duration, the channel occupancy is considered successful and CWS is reset to CWSmin.
Proposal 9: For a UE initiated channel occupancy which contains unicast PUSCH(s), for any PUSCH in the reference duration if any of the following is met, CWS is reset to CWSmin.
· A PDCCH with UL grant has received with NDI toggled where the PDCCH contains a HARQ process that has been associated with a PUSCH in the reference duration.  
· A CG retransmission timer (CGRT) has expired where the CGRT is for a HARQ process for a PUSCH in the reference duration.
· HARQ-ACK feedback, in TB-level or CBG-level, is detected as ACK for any of PUSCH(s) in the reference duration. Note: In this case, the HARQ-ACK feedback is carried by DFI.

Proposal 10: CWS is always set to CWSmin when Cat4 with the lowest priority class value is employed to initiate channel occupancy.
Proposal 11: CWS is always set to CWSmin for initiating channel occupancy which contains only signals/channels with which no feedbacks are expected. Such signals/channels include at least the following
· SS/PBCH blocks, RMSI, OSI, CSI-RS, paging with and without PDSCH payload, PDCCH-only without any UL grant, RACH, PUCCH, and SRS. 

Proposal 12: The fixed frame period (FFP) of a cell can be determined from tdd-UL-DL-ConfigurationCommon in ServingCellConfigCommonSIB. No additional signaling for FFP is needed.
Proposal 13: LBT type for PRACH is signaled via RMSI and UE can determine whether the system is operated in LBE or FBE mode implicitly via the indicated LBT type for PRACH.
Proposal 14: UE applies Cat2 LBT for PRACH/PUCCH/PUSCH/SRS on semi-statically semi-persistently configured resources by default, unless indicated otherwise.
Proposal 15: UE is allowed to conduct PRACH/PUCCH/PUSCH/SRS transmission on semi-statically and semi-persistently configured resources simply conditioned on the passes of Cat2 LBT.
Proposal 16: If UE does not detect/decode any downlink transmission in the beginning of a fixed frame period, UE can skip PDCCH monitoring and measurement for the remaining duration of the fixed frame period.
Proposal 17: Draft a Liaison statement to ETSI BRAN to seek clarification on how initiating devices should handle gaps in its own transmission that are larger than 25us or draft a change request to ETSI EN 301 893 to specifically cover this missing case.
Proposal 18: When specifying what NR-U channels or signals should use ETSI LBE class 1, 3GPP should not have any expectation of timely delivery of these channels or signals. FFS – which channels or signals can tolerate this level of uncertainty?
Proposal 19: Research alternative adaptivity mechanisms that are less wasteful of bandwidth when considering the 6GHz spectrum allocations.
[bookmark: _GoBack]Proposal 20: Research alternative adaptivity mechanisms that limit excessive average delay when considering the 6GHz spectrum allocations.
Proposal 21: Research alternative adaptivity mechanisms that prevent precipitous channel collapse around the region of congestion when considering the 6GHz spectrum allocations.
Proposal 22: Start the LBT procedure as per the ETSI BRAN regulations and use a cyclic prefix extension of fractional symbol length, based on active SCS, to bring the COT to symbol alignment. The maximum length of such an extension signal should be less than 78.428us.
Proposal 23: Draft a Liaison statement to ETSI BRAN to suggest a change to the adaptivity for FBE devices such that they can fairly coexist with each other without coordination. FFS – what sort of adaptivity for FBE results in fair use.
Reference
[1] ETSI EN 301 893 V2.1.1 (2017-05)
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