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1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction 
This contribution discusses the following remaining issues on scheduling of multiple DL / UL transport blocks:
· Use of scheduling gaps for multiple TBs
· Maximum number of scheduled TBs within a MTBG transmission
· Scheduling of initial transmissions and re-transmissions within one DCI
· Multiplexing / bundling of HARQ ACK/NACK feedback
· Features from previous releases that can be configured with multiple transport block groups
2. Use of scheduling gaps for multiple TBs
In RAN1#98 Prague, the following agreement was made:
Agreement
The following working assumption is confirmed:
For unicast, scheduling gaps for multiple transport blocks is supported and a scheduling gap can be configured by [RRC and/or DCI].
· The support of scheduling gaps is UE optional feature regardless of the support of multiple TBs.
· FFS: Details on the scheduling gap such as duration, applicability, etc.

Configuration of scheduling gaps
There are two choices for the configuration of scheduling gaps (according to the confirmed working assumption from RAN1#97 Reno): via RRC or via DCI.
At the time of scheduling an MTBG transmission, the eNB is unlikely to know what data might need to be scheduled in the future. Indeed, if the eNB knew that something needed scheduling at a specific time in the future, it would either not use MTBG or transmit a small number of transport blocks within the MTBG transmission (such that the MTBG transmission didn’t collide with the data to be scheduled in the future). Hence the eNB is not likely to dynamically decide to insert scheduling gaps, rather the use of scheduling gaps would be a semi-static decision, e.g. based on an eNB scheduling policy. Since the decision to use scheduling gaps is likely to be a semi-static decision, we think that the use of RRC signaling is a suitable method for configuring scheduling gaps.
Proposal 1: MTBG scheduling gaps are configured by RRC.
The aspects of the scheduling gaps that should be configured include:
· Duration of scheduling gaps (i.e. how long the scheduling gap is in terms of number of subframes).
· Number of subframes of MTBG transmission before a scheduling gap is inserted.
· Offset of scheduling gap. The SFN at which a scheduling gap commences (i.e. time offset of the start of the scheduling gap) would need to be known to the UE. Although it is likely that scheduling gaps within a narrowband and between narrowbands would need to be aligned in order to allow other UEs (e.g. smartphones) to be scheduled across a wide bandwidth in the scheduling gap, flexible signaling of the time offset of the scheduling gap would allow the eNB to align scheduling gaps as a scheduling policy. 
The above configurations can all be semi-statically signaled via RRC signaling.
Proposal 2: RRC signaling configures the following aspects of MTBG scheduling gaps:
· Duration of scheduling gap
· Number of subframes of MTBG transmission before a scheduling gap is inserted
· Time offset of scheduling gap

Scheduling other UEs during a scheduling gap
One of the major reasons for supporting scheduling gaps is to allow other UEs to be scheduled during an ongoing MTBG transmission. The MTBG scheduling gap thus provides previously unallocated time and frequency resources to allow PDSCH / PUSCH to be transmitted to and from other UEs, including non-MTC UEs (such as smartphones or other legacy LTE devices).
At the time of scheduling an MTBG transmission, the eNB does not know how much resource will be required for scheduling other UEs, so it would be desirable to include the functionality of either extending the scheduling gap or terminating the MTBG transmission early within the scheduling gap. 
The “other UE” that could be scheduled within a scheduling gap could be a “smartphone” type UE, supporting some bursty traffic model. In the following text, we consider some of the characteristics of this bursty traffic that could be scheduled to the “smartphone” type UE within the scheduling gap.
Traffic models from the initial evaluation for LTE are captured in [4]. The traffic models include an FTP traffic model (10% of users) and a web browsing / HTTP traffic model (20% of users).  The web browsing / HTTP traffic model is copied below (from [4]):
A web-page consists of a main object and embedded objects (e.g. pictures, advertisements etc). After receiving the main page, the web-browser will parse for the embedded objects. The main parameters to characterize web-browsing are: 
The main size of an object SM
The size of an embedded object in a page SE 
The number of embedded objects ND
 Reading time D
Parsing Time for the min page TP

	Parameter
	Statistical Characterization

	Main Object Size SM
	Truncated Lognormal Distribution
Mean=10710 Bytes, Standard Deviation=25032 Bytes, Minimum=100 Bytes, Maximum=2 Mbytes (Before Truncation)


PDF:  , 


	Embedded Object Size SE
	Truncated Lognormal Distribution
Mean=7758 Bytes, Standard Deviation=126168 Bytes, Minimum=50 Bytes, Maximum=2 Mbytes (Before Truncation)


PDF:  , 

	Number of Embedded Objects per Page =ND
	Truncated Pareto Distribution
Mean=5.64, Maximum=53 (Before Truncation)



PDF:  , , 
Note: Subtract k from the generated random value to obtain ND

	Reading Time D
	Exponential Distribution
Mean=30 seconds


PDF: , 

	Parsing Time TP
	Exponential Distribution
Mean=0.13 seconds


PDF: , 




From this traffic model, we observe the following:
· The arrival time of web browsing traffic is not regular and is not predictable (the reading time is exponentially distributed)
· The data packet sizes are large and have a large standard deviation:
· Main object: mean size = 10710 bytes, standard deviation = 25032 bytes
· Embedded objects: mean number = 5.64, mean size = 7758 bytes, standard deviation = 126168 bytes

Even considering just one standard deviation’s spread of the main object size away from the mean size of the main object, the variation in the size of the main object is between 10710 bytes and 35742 bytes. There is clearly a large variability in packet size.
Observation 1: For the web browsing / HTTP traffic model, the packet size is large and the variability of packet size is high.
For an MCS of QPSK, rate 0.75 (this would be a typical code rate for a large part of the cell, depending on deployment), in a 5MHz system bandwidth, the number of subframes required to transmit even the main page of the web browsing / HTTP traffic varies between:
· 21 subframes for the mean packet size
· 70 subframes for one standard deviation (84% point of CDF) greater than the mean packet size
· 120 subframes for two standard deviations (97% point of CDF) greater than the mean packet size
Observation 2: For the web browsing / HTTP traffic model, the range of size of the required scheduling gap is between 20 and 120 subframes.
How large should the scheduling gap be dimensioned? If the eNB wanted to create a scheduling gap sufficient to cover 2 standard deviations of the web browsing / HTTP traffic model, the scheduling gap would have to be 120 subframes long. This is clearly excessive and unrealistic.
 Observation 3: Dimensioning the scheduling gap for the second standard deviation of the main packet size of the web browsing / HTTP traffic model leads to a scheduling gap duration of approximately 120 subframes.
There needs to be a better way of operating the scheduling gap than simply dimensioning a sufficiently large scheduling gap duration. Our proposal is that the MTBG transmission can be early terminated within the scheduling gap, and potentially re-started once a “smartphone transmission” within the scheduling gap has finished. An alternative method would be to extend the scheduling gap when a “smartphone transmission” is scheduled in the scheduling gap, however the “extension mechanism” offers less scheduling flexibility than the early terminate / re-start approach.
Proposal 3: For the purposes of allowing a non-eMTC device to be scheduled during the scheduling gap, an MPDCCH can early terminate an MTBG transmission.
Proposal 4: For the purposes of allowing a non-eMTC device to be scheduled during the scheduling gap, an early terminated MTBG transmission can be re-scheduled or re-started by MPDCCH.
The following text and figure provide a simplified example of operation according to our early-terminate / re-start proposal.
Figure 1 shows early termination of an 8-TB MTBG transmission, where the early termination signaling occurs during the scheduling gap. Originally an 8-TB MTBG transmission is scheduled by MPDCCH (M1), but during the scheduling gap, the scheduler decides to allocate resources to a smartphone, where the duration of the allocated resources is longer than the scheduling gap. Hence the eNB sends an MPDCCH (M2) to early terminate the second half of the 8-TB MTBG transmission. Once the allocation to the smartphone has finished, the eNB can send another MPDCCH (M3) to the eMTC UE to re-schedule the last 4 transport blocks (TBs 5 to 8) of the MTBG transmission.

[image: ]
[bookmark: _Ref16884412]Figure 1 – Early termination signalling during an MTBG scheduling gap

3. Maximum number of scheduled TBs within one single DCI
In RAN1#98 Prague, the following agreement was made:
· For unicast, select option(s) from the following options
· Option 1: Scheduling of up to 8 TBs is supported with a single DCI design.
· Target for up to 6 bits overhead increase compared to legacy DCI
· Option 2: For unicast, the maximum number of scheduled TBs with one single DCI for CE mode A for either UL or DL is RRC configured within the set {1, 2, [4], 8} in a UE specific manner. 
· The design methodology for the DCI for different maximum number of TBs is further studied 
· For the 2 TB case, target for up to 3 bits overhead increase compared to legacy DCI
· Note: Option 2 will require modification on existing agreement
· The following working assumption is confirmed.
· For unicast, scheduling of initial and retransmission TB(s) within one DCI is supported
· For unicast, the new data indication is individually provided for each allocated HARQ process.

Some services, such as VoIP, can benefit from MTBG transmission with a small number of allocated TBs. Other services transmit larger amounts of data (we note the eMTC supports a broad range of use cases, well beyond utility metering and shared bike access) and it would be beneficial to be able to allocate a larger number of TBs within MTBG transmissions for such services. Hence depending on use case and service, it would be beneficial to support a maximum number of allocated TBs of between 2TBs and 8TBs.
In [5], it has been observed that the loss in MPDCCH coverage when supporting 2TBs or 8TBs is up to 0.26dB and 0.89dB respectively. The coverage loss occurs due to an increased DCI size. The MPDCCH performance loss also maps to a power consumption increase associated with MPDCCH decoding for repeated MPDCCH (a UE receiver is “on” for longer for a larger number of repetitions). A 0.89dB MPDCCH performance loss equates to an MPDCCH that is 20% longer in time, with an associated increase in power consumption.  
Observation 4: MPDCCH performance degradation leads to a coverage loss and an increase in UE power consumption.
Hence, we do not want to support an unnecessarily large DCI size when there is no associated benefit to the UE.
Considering the options from RAN1#98 Prague:
· Option 1 aims for a unified design with a promise of only a 6 bit DCI overhead. A unified design would be desirable, but we think that the specification work and scheduling flexibility compromises associated with a 6 bit DCI overhead are unpalatable.
· Option 2 requires different DCI designs for different maximum numbers of allocated TBs. While it is preferable to have a unified design, it would be OK to support a limited number of related DCI designs within the same framework. Our preference is to support 2 related DCI designs: for a maximum of 2 TBs or 8TB. Supporting 4 TBs would increase the number of related DCI designs. We do not see the need to support a maximum of 1 TB for MTBG (since 1 is not “multiple”).  

Proposal 5: For the maximum number of TB that are supported in MTBG, option 2 is adopted:
· Option 2: For unicast, the maximum number of scheduled TBs with one single DCI for CE mode A for either UL or DL is RRC configured within the set {1, 2, [4], 8} in a UE specific manner. 


4. Scheduling of initial transmissions and re-transmissions 
The following working assumption was made at RAN1#97 Reno and confirmed at RAN1#98 Prague regarding the DCI design for scheduling initial transmissions and re-transmissions:
Working Assumption
· For unicast, scheduling of initial and retransmission TB(s) within one DCI is supported.

Supporting scheduling of initial and retransmission TBs within one DCI provides a compact way to schedule initial and re-transmissions within a single DCI. In order to support this functionality, there needs to be a large amount of commonality between the initial transmission and the re-transmission. E.g. it is expected that the initial transmission and re-transmission would share the same transport block size.
In the following, we focus on the case where the maximum number of TBs per MTBG transmission is 8TBs.
We expect that the DCI would support an “NDI bitmap” that indicates the transmission / re-transmission status of each transport block in the MTBG transmission. The length of the NDI bitmap would be the maximum number of transport blocks that could be scheduled in an MTBG transmission and each bit in the bitmap would indicate whether the corresponding transport block was an initial transmission or a re-transmission. For example, the NDI bitmap in MPDCCH M1 of Figure 2 indicates that for the first multi-TB transmission, TBs 1,2,3,4,5,6,7,8 are initial transmissions: NDI bitmap = {0,0,0,0,0,0,0,0}. The 2nd and 8th transport blocks are NACK-ed, requiring a re-transmission of these transport blocks. New data appears in the DL buffers of the eNB, meaning that the second MTBG transmission consists of re-transmissions of TBs 2 and 8 and initial transmissions of TBs 9,10,11,12,13,14. The “NDI bitmap” of the second MPDCCH, scheduling the second MTBG transmission thus indicates {1,0,1,1,1,1,1,0}. 
[image: ]
[bookmark: _Ref16886503]Figure 2 – Re-transmissions of transport blocks in an MTBG transmission via a multi-bit NDI field
Re-transmission via the multi-bit NDI field is efficient when there is sufficient data in buffers to fully occupy a follow-on MTBG transmission (the second MTBG transmission in Figure 2), but is not efficient when there is insufficient data. For example, consider the case where there are initially 8 transport blocks to transmit in an MTBG transmission, 2 of those TBs are NACKed and during a re-transmission 3 new TBs are also scheduled to be transmitted by the eNB: Figure 3. Due to the constraints of the multi-bit “NDI bitmap”, the second MTBG transmission needs to consist of 8 transport blocks, of which only 5 are active (re-transmission of transport blocks 2 and 8 and initial transmissions of transport blocks 9,10,11): the other 3 transport blocks that are transmitted contain dummy data (no higher layer MAC PDUs) due to the constraints of the NDI bitmap signaling. The UE has to decode these transport blocks containing dummy data, since the “dummy” status is only known at higher layers following physical layer decoding. Decoding transport blocks containing dummy data increases UE power consumption and should be avoided.
[image: ]
[bookmark: _Ref16888047]Figure 3 - Re-transmission of transport blocks in an MTBG transmission when there is insufficient data to fill the second MTBG transmission
Observation 5: Use of an NDI bitmap can lead to the need to transmit dummy data in transport blocks, increasing UE power consumption.
The transmission of dummy data can be avoided by the UE interpreting the NDI bitmap field in conjunction with the HARQ ACK / NACK feedback that it had provided. This scheme works on the basis that if the UE had sent “ACK” in response to a transport block, the eNB would not re-transmit that transport block to a UE. Hence if the eNB does not toggle an NDI bit after the UE has reported ACK for a transport block, it means that there is no data to send in the corresponding HARQ process. Hence the status of transmission / re-transmission or no-transmission of a transport block within a HARQ process can be derived based on the HARQ ACK/NACK signalling from the UE and the NDI bitmap, as described in Table 1. 
[bookmark: _Ref16889014]Table 1 – Determination of transport block status based on NDI bit and HARQ ACK/NACK status
	NDI bit
	HARQ ACK/NACK status for previous transmission in HARQ process
	meaning

	Toggled
	ACK
	Initial transmission

	Toggled
	NACK
	Initial transmission

	Stable (not toggled)
	ACK
	No transmission

	Stable (not toggled)
	NACK
	Re-transmission


 
Figure 4 illustrates how the UE can determine that “no data” is transmitted in some transport blocks of an MTBG transmission. The figure shows that transport blocks 5,6,7 are received correctly by the UE (and the UE will hence respond with ACKs for these transport blocks: a HARQ A/N feedback bitmap of {A,N,A,A,A,A,A,N} would be transmitted by the UE on PUCCH). An MPDCCH, M2, signals a re-transmission with an NDI bitmap of {1,0,1,1,0,0,0,0}. Since there were HARQ processes that were ACK-ed and the NDI bits were not toggled (see red text in the previous bit strings), the UE understands that no data will be transmitted in those HARQ processes (and the UE can save power by not decoding the associated transport blocks).

[image: ]
[bookmark: _Ref16889402]Figure 4 – Signalling “no data” in an MTBG transmission through a combination of ACK/NACK status and NDI bitmap
Proposal 6. For an MTBG transmission, when the UE signals ACK for a HARQ process and the NDI bit is not toggled when that HARQ process is subsequently used, the UE understands that no data is transmitted in that HARQ process. 
Note that the above proposal is applicable to both the DL and UL. The power saving is likely to be greater for the UL case.
5. HARQ ACK-bundling support in CE Mode A
The following agreements related to HARQ ACK / NACK bundling were made at RAN1#98 Prague:
Conclusion
There is no consensus on the support of HARQ-ACK bundling in CE mode B for unicast multi-TB scheduling

Agreement
For unicast multi-TB scheduling, HARQ-ACK multiplexing in CE mode B is not supported

Hence it is apparent that neither HARQ-ACK bundling nor HARQ-ACK multiplexing are supported for CE mode B for the multiple transport block feature. 
It was agreed in RAN1#96bis to support HARQ bundling  for CE Mode A by RAN1. It was agreed in RAN1#94 that RAN1 would down-select between HARQ bundling and HARQ multiplexing. A consequence of the agreement to support HARQ bundling in CE mode A is hence that it has also been agreed to not support HARQ multiplexing in CE Mode A.
Table 2 summarises the support status of HARQ-ACK bundling / multiplexing.
[bookmark: _Ref21013983]Table 2 – HARQ-ACK bundling / multiplexing support in MTBG feature
	
	HARQ-ACK bundling
	HARQ-ACK multiplexing

	CE Mode A
	Supported
	No

	CE Mode B
	No
	No



The issue remains as to how HARQ-ACK bundling is supported in CE Mode A.

HARQ bundling size.
When HARQ bundling is applied, all of the ACK-NACK bits for the individual transport blocks are combined via a logical-AND operation. If one of the transport blocks is in error, then the whole HARQ bundle is reported as NACK and is subject to re-transmission. Hence it is not productive to have an overly large HARQ bundle size.  The probability of a bundled-HARQ reporting NACK depends on the bundle size, ‘n’, and the PDSCH BLER. Assuming PDSCH transport blocks are subject to failure independently, the probability of the HARQ-bundle reporting NACK is:
 
As shown in Figure 5, the probability of a NACK being reported rises signficantly as the bundle size and PDSCH BLER increase. In order for the probability of the HARQ ACK-NACK report to indicate NACK with less than 50% probability, a compromise HARQ bundle size is 4 transport blocks. If more than 4 transport blocks are assigned in the MTBG feature, multiple HARQ bundle reports can be sent (e.g. for CE Mode A, if 8 transport blocks are sent, one HARQ bundle would report the status of the first 4 transport blocks and a second HARQ bundle would report the status of the second 4 transport blocks).     
Proposal 7: The maximum HARQ bundle size is 4.
[image: ]
[bookmark: _Ref528962804]Figure 5 - Probability of HARQ bundle reporting NACK as bundle size increases

When a HARQ bundle reports NACK, the eNB ideally needs to know which of the constituent transport blocks associated with the HARQ bundle needs to be re-transmitted. In order to allow signalling of the ACK / NACK status of individual transport blocks, it is proposed that if the HARQ ACK-NACK bundle indicates NACK, the UE additionally transmits separate PUCCH indcating the ACK / NACK status of the individual DL PDSCH transport blocks, as shown in Figure 6.
[image: ]
[bookmark: _Ref528964455]Figure 6 – Transmission of individual ACK / NACK indications after a transmission of a HARQ-bundled NACK
Figure 6 shows:
· When all PDSCH are ACK-ed, a single bundled-ACK bit is sent on PUCCH. From Figure 5, when operating at a BLER target of 20%, this case occurs 40% of the time with a bundle size of 4. i.e. nearly half the time there is no need to send individual ACK-NACK indications.
· When some PDSCH are NACK-ed, a single NACK bit is sent on PUCCH, followed by individual ACK-NACK bits sent on individual PUCCH. Note that the transmission of individual PUCCH is the default behaviour in any case.
The average number of PUCCH that need to be transmitted using the scheme shown in Figure 6 is shown in Figure 7. It is seen that the average number of PUCCH transmitted by the UE is signficantly reduced when individual ACK / NACK indications are only transmitted following a HARQ-bundled NACK. For example with a HARQ bundle size of 4, there is a 20% reduction in PUCCH transmission at BLER = 20% and a 40% reduction at BLER = 10%.
[image: ]
[bookmark: _Ref528966136]Figure 7 - Average number of PUCCH transmitted when individual PUCCH are transmitted following a HARQ-bundled NACK
Based on the reduced number of PUCCH transmitted (and hence reduced UE power consumption), the following proposal is made:
Proposal 8: When a HARQ-bundled NACK is transmitted, individual PUCCH are transmitted following that HARQ-bundled NACK, indicating the ACK / NACK status of individual PDSCH transport blocks.

6. Features that can be configured alongside MTBG 
This section is a resubmission of the corresponding section from [3], since there was no conclusion on this issue in RAN1#97 Reno or RAN1#98 Prague.
In RAN1#96bis, the following features were identified that could potentially be used alongside the MTBG feature:
· Rel-14 feature for new numbers of repetitions for PUSCH and modulation restrictions for PDSCH/PUSCH in CE mode A
· Rel-14 feature for 2984 bits max UL TBS in 1.4 MHz in CE mode A
· Rel-14 feature on HARQ-ACK bundling in HD-FDD in CE mode A
· Rel-14 features for 5 or 20 MHz max PDSCH/PUSCH channel bandwidths in CE mode A/B
· Rel-14 feature for 10 downlink HARQ processes in FDD in CE mode A
· Rel-14 feature for dynamic HARQ-ACK delay for HD-FDD in CE mode A
· Rel-15 features for flexible starting PRB for PDSCH/PUSCH in CE mode A/B
· Rel-15 feature for PUSCH sub-PRB allocation in CE mode A/B
· Rel-15 feature for 64QAM for non-repeated unicast PDSCH in CE mode A
· Rel-15 feature for uplink HARQ-ACK feedback in DCI in CE mode A/B

Our views on which features can be configured alongside MTBG are given in Table 3.
[bookmark: _Ref7799704]Table 3 – Features that can be configured alongside MTBG
	Feature
	Comment
	Supported with MTBG?

	New numbers of REP for PUSCH / modulation restrictions
	This feature was targeted at VoLTE, which does not seem to be a main motivation for MTBG 
	No

	2984 bit UL TBS
	Maximises UL throughput in good channel conditions. Increasing throughput is in-line with MTBG objectives
	Yes

	HARQ A/N bundling in CE Mode A
	MTBG will have to support its own HARQ A/N bundling scheme. It is not clear that this can be the same scheme as for Rel-14
	Rel-14 scheme not necessarily supported, but MTBG will support bundling

	5 / 20MHz channel bandwidths
	MTBG should be applicable to these bandwidths to maximise throughput
	Yes

	10 DL HARQ processes
	MTBG supports up to 8 transport blocks. We do not see the benefit of optimisations to support 2 “orphan” HARQ processes
	No

	Dynamic HARQ-ACK delay
	A feature targeted at VoLTE, which does not seem to be a main motivation for MTBG. It might be necessary to specify new HARQ-ACK delay relationships for MTBG, but these do not necessarily follow the Rel-14 scheme
	No

	Flexible starting PRB
	It should be possible to align MTBG transmissions with RBG for other UEs, so flexible starting PRB should be supported
	Yes

	Sub-PRB PUSCH
	One of the goals of sub-PRB PUSCH was to increase spectral efficiency, which is also a motivation for MTBG, so sub-PRB for PUSCH should be supported
	Yes

	64QAM in DL
	64QAM transmissions lead to higher spectral efficiency, which is consistent with MTBG
	Yes

	UL HARQ A/N feedback in DCI
	Supports early termination. MTBG should also support early termination schemes to reduce power consumption.
	Yes



Proposal 9: The following features could be configured to work alongside the MTBG feature:
· Rel-14 feature for 2984 bits max UL TBS in 1.4 MHz in CE mode A
· Rel-14 features for 5 or 20 MHz max PDSCH/PUSCH channel bandwidths in CE mode A/B
· Rel-15 features for flexible starting PRB for PDSCH/PUSCH in CE mode A/B
· Rel-15 feature for PUSCH sub-PRB allocation in CE mode A/B
· Rel-15 feature for 64QAM for non-repeated unicast PDSCH in CE mode A
· Rel-15 feature for uplink HARQ-ACK feedback in DCI in CE mode A/B

Note that the combination of features supported in Release-16 can be considered as part of the capability discussion that will take place in RAN1#99 Reno, however RAN1 should start considering this issue at the RAN1#98bis Chongqing meeting.
7. Summary of Proposals
This contribution has considered the scheduling of multiple DL / UL transport blocks and makes the following observations and proposals:
Observation 1: For the web browsing / HTTP traffic model, the packet size is large and the variability of packet size is high.
Observation 2: For the web browsing / HTTP traffic model, the range of size of the required scheduling gap is between 20 and 120 subframes.
Observation 3: Dimensioning the scheduling gap for the second standard deviation of the main packet size of the web browsing / HTTP traffic model leads to a scheduling gap duration of approximately 120 subframes.
Observation 4: MPDCCH performance degradation leads to a coverage loss and an increase in UE power consumption.
Observation 5: Use of an NDI bitmap can lead to the need to transmit dummy data in transport blocks, increasing UE power consumption.

Proposal 1: MTBG scheduling gaps are configured by RRC.
Proposal 2: RRC signaling configures the following aspects of MTBG scheduling gaps:
· Duration of scheduling gap
· Number of subframes of MTBG transmission before a scheduling gap is inserted
· Time offset of scheduling gap

Proposal 3: For the purposes of allowing a non-eMTC device to be scheduled during the scheduling gap, an MPDCCH can early terminate an MTBG transmission.
Proposal 4: For the purposes of allowing a non-eMTC device to be scheduled during the scheduling gap, an early terminated MTBG transmission can be re-scheduled or re-started by MPDCCH.
Proposal 5: For the maximum number of TB that are supported in MTBG, option 2 is adopted:
· Option 2: For unicast, the maximum number of scheduled TBs with one single DCI for CE mode A for either UL or DL is RRC configured within the set {1, 2, [4], 8} in a UE specific manner. 

Proposal 6. For an MTBG transmission, when the UE signals ACK for a HARQ process and the NDI bit is not toggled when that HARQ process is subsequently used, the UE understands that no data is transmitted in that HARQ process. 
Proposal 7: The maximum HARQ bundle size is 4.
Proposal 8: When a HARQ-bundled NACK is transmitted, individual PUCCH are transmitted following that HARQ-bundled NACK, indicating the ACK / NACK status of individual PDSCH transport blocks.
Proposal 9: The following features could be configured to work alongside the MTBG feature:
· Rel-14 feature for 2984 bits max UL TBS in 1.4 MHz in CE mode A
· Rel-14 features for 5 or 20 MHz max PDSCH/PUSCH channel bandwidths in CE mode A/B
· Rel-15 features for flexible starting PRB for PDSCH/PUSCH in CE mode A/B
· Rel-15 feature for PUSCH sub-PRB allocation in CE mode A/B
· Rel-15 feature for 64QAM for non-repeated unicast PDSCH in CE mode A
· Rel-15 feature for uplink HARQ-ACK feedback in DCI in CE mode A/B
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