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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN#96b, following agreement was approved [1]

· The maximum DRS transmission window duration is 5 ms.
· The maximum number of candidate SSB positions within a DRS transmission window, Y, is selected as Y = 10 for 15 kHz SCS and Y = 20 for 30 kHz SCS.
· Note: The number of starting points for DRS transmissions with the 5 ms window that can use a Cat. 2 LBT is to be discussed further as part of channel access discussions.
· FFS: If the DRS transmission window is configurable, and if yes, how to configure and indicate the window, including the range of configurable values.

· Agreement from the SI is updated as shown:
Table 7.2.1.3.1-1: Channel access schemes for gNB as LBE device
	
	Cat 2 LBT
	Cat 4 LBT

	[bookmark: _Hlk5777585]DRS alone or multiplexed with non-unicast data (e.g. OSI, paging, RAR) 
	When the DRS duty cycle ≤1/20, and the total duration is up to 1 ms: 25 µs Cat 2 LBT is used (as in LAA)
	When DRS duty cycle is > 1/20, or total duration > 1 ms
Cat4 with any channel access priority class value can be used 

	DRS multiplexed with unicast data 
	N/A except for the cases discussed in the Note below
	Channel access priority class is selected according to the multiplexed data

	PDCCH and PDSCH
	N/A except for the cases discussed in the Note below
	Channel access priority class is selected according to the multiplexed data




[bookmark: _Ref129681832]In this contribution, we mainly discuss various types of LBT for NR-U DRS transmission and its impact on Wi-Fi system throughput and beacon transmission delay. This tdoc is a resubmission of R1-1909310

LBT type of DRS transmission
In RAN1#97, three options of channel access mechanism for DRS was discussed offline.  
Scheme 1: Cat2 LBT is allowed before each candidate DRS starting point if the previous Cat2 LBT fails in the DRS windows. For example, , at most 20 Cat2 LBTs are allowed, if the DRS windows is 5ms with 30 kHz SCS and DRS is allowed at every half slot within the DRS transmission. 
Scheme 2: Cat4 LBT with highest priority class is allowed before each candidate DRS used for DRS transmission. It is same as Wi-Fi that EDCA with access category of AC_VO is used for beacon frame according to IEEE802.11 specification. In the evaluation, post back off is adopted. According to EN 301 893, if the back off counter decrease to negative, when the channel becomes busy, the channel access engine should initiate a new back off procedure with least CW value after an idle period of 25us. 
Scheme 3: A combination LBT method of Cat2 and Cat4 can be used. At most 5 Cat2 LBT is allowed in the initial part of the DRS windows. If all CAT2 LBT attempts fail, Cat4 LBT with highest priority class is used for the rest of the DRS window. 
Besides, we also evaluate the following scheme.  
Scheme 4:  gNB is allowed to additionally use one shot LBT within the DRS window before each candidate DRS starting points, after it finish the CAT4 LBT before DRS transmission window. An example is illustrated as 
[image: ]
Figure 1 channel access of DRS: scheme 4 

Simulation results
Impact on Wi-Fi User Perceived Throughput
Assuming DRS transmission periodicity is 20 ms, DRS transmission duration is 1 ms with 30 kHz SCS. The traffic arrival rates of 0.2/0.4/0.6 file/sec are selected such that the mean buffer occupancies (BO) of Wi-Fi coexist with Wi-Fi operators is about 20%/50%/80% corresponding to low/medium/high traffic load. If gNB acquires DL COT for unicast data with CAT4 LBT before the DRS transmission window, DRS burst is multiplexed with unicast data in the same COT. The impact of missing DRS at UE is not considered in the SLS. The system-level simulation of UPT results in 5%, 50% and 95% are shown in the figure below. The detail of simulation assumption can be found in the appendix. It can be observed that there is not obvious difference of system performance for Wi-Fi network under DRS transmission with Cat2 LBT (scheme 1), Cat4 LBT (scheme 2),  a mixture of Cat2 and Cat4 LBT with a limitation to the number of Cat2 LBT attempts within a DRS window (scheme 3) or a hybrid LBT method which allows post back off before the DRS window and Cat2 LBT within the DRS window before each SSB position (scheme 4). 
Observation 1: There is not an obvious difference of system performance for Wi-Fi network in coexistence scenario under DRS transmission with Cat2 LBT, Cat4 LBT, or a mixture of Cat2 and Cat4 LBT with a limitation to the number of Cat2 LBT attempts within a DRS window or a hybrid LBT with Cat4 LBT before a DRS window and Cat2 LBT within the window.
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(a) Low traffic load
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(b) Medium traffic load
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(c) High traffic load
[bookmark: _Ref528863127]Figure 2.  5%, 50%, 95% throughput of Wi-Fi network in coexistence when NR-U using different LBT types for DRS transmission in low/medium/high traffic load
Impact on Wi-Fi beacon delay
The Wi-Fi beacon delay is also evaluated when coexists with NRU operator under low/medium/high traffic load. The period of Wi-Fi beacon is 100ms, the average of beacon delay is shown in the table below. It can be observed that not obvious differences of Wi-Fi delay under DRS with Cat2 LBT or Cat4 LBT.
Table 1. Mean Wi-Fi delay coexist with NRU operator under low/medium/high traffic load
	Average beacon delay(ms)
	Low load
	Medium load
	High load

	Scheme 1(DRS with Cat2)
	8.6
	8.9
	9.4

	Scheme 2(DRS with Cat4)
	8.6
	8.7
	9.0



 To evaluate the impact on Wi-Fi beacon delay in the dense deployment, we change the topology from 3 nodes per operator to 4 nodes per operator with a smaller room size of 40m*50m , LOS probability of open office is used to make sure all nodes can hear each other. Full buffer traffic is loaded in the Wi-Fi operator. The other SLS configurations are same as usual. The Wi-Fi beacon delay are compared under scheme 1 and scheme 2. From the simulation results, we observe that the latency of Wi-Fi beacon when NRU DRS uses scheme 2 increase only by 0.5% to 10.7% compared with scheme1.
Table 2. CDF of % increase in delay of Wi-Fi beacon
	CDF of % increase in delay
	5%
	25%
	50%
	75%
	95%

	Percent of value
	10.7%
	4.5%
	2.8%
	0.7%
	0.5%



Observation 2: Cat2 LBT for NRU DRS transmission will neither lead to Wi-Fi system throughput loss nor beacon delay increasing even in dense deployment.



Conclusions
In this contribution, we mainly discussed different LBT types for NR-U DRS transmission and its impact on Wi-Fi system throughput. Based on the discussion and evaluations, we have made the following observations:

Observation 1: There is not an obvious difference of system performance for Wi-Fi network in coexistence scenario under DRS transmission with Cat2 LBT, Cat4 LBT, or a mixture of Cat2 and Cat4 LBT with a limitation to the number of Cat2 LBT attempts within a DRS window or a hybrid LBT with Cat4 LBT before a DRS window and Cat2 LBT within the window.
Observation 2: Cat2 LBT for NRU DRS transmission will neither lead to Wi-Fi system throughput loss nor beacon delay increasing even in dense deployment.
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Appendix I: system level simulation assumptions
Table A: Summary of simulation assumptions for NR-U
	Parameters
	Indoor Sub-7GHz

	Layout for nodes
	Layout dimensions: 120mx80m
[image: ]
a=20 meters, b=40 meters, c=20 meters, and d=40 meters

	Carrier Frequency
	5GHz

	Carrier Channel Bandwidth
	20MHz baseline

	Number of carriers
	1

	Number of users per operator
	Exactly 5 per gNB per 20MHz

	SCS
	 60KHz 30KHz(DRS)

	Channel Model
	NR InH Mixed Office model

	BS/AP Tx Power
	23dBm (total across all TX antennas)

	UE/STA Tx Power
	18dBm (total across all TX antennas)

	BS/AP Antenna gain
	0 dBi   

	UE/STA Antenna gain
	0 dBi

	BS/AP Noise Figure
	5dB

	UE/STA Receiver Noise Figure
	9dB

	Minimum received power from serving cell for UE dropping
	-82dBm

	CCA-ED
	-72dBm for NRU

	UE receiver
	MMSE-IRC 

	TXOP 
	8ms for NRU and WiFi

	MCS
	NR MCS with 256QAM  (LDPC)

	MIMO
	TM9 with one layer

	UE Processing Time Capability
	#1

	Link adaptation
	CQI feedback + OLLA

	Scheduling
	Proportional Fairness

	DMTC duration 
	5ms, with 0.25ms shift for DRS

	BS/AP antenna Array configuration
	(M, N, P, Mg, Ng)  = (1, 2, 2, 1, 1), dH = dV = 0.5 λ

	UE/STA antenna Array configuration
	Tx/Rx: (M, N, P, Mg, Ng) = (1, 1, 2, 1, 1), dH = dV = 0.5 λ

	Traffic model
	DL and UL

	UE/STA to UE/STA link pathloss model
	Directly use InH office pathloss model with proper d_3D with indoor mixed office LOS probability

	gNB to gNB link pathloss model
	Directly use InH office pathloss model with proper d_3D with indoor mixed office LOS probability


Table B: Summary of simulation assumptions for 802.11ac
	Parameters
	Value

	MCS
	802.11ac MCS with 256QAM 

	Carrier Frequency
	5GHz

	Carrier Channel Bandwidth
	20MHz

	Number of carriers
	1

	Number of users per operator
	Exactly 5 per gNB per 20MHz

	MCOT
	8 ms

	Frame aggregation
	A-MPDU

	MPDU size
	1500B MSDU + 14 B header

	Guard interval
	11ac
	0.8us

	Channel Model
	NR UMi street canyon

	AP Tx Power
	23dBm 

	STA Tx Power
	18dBm 

	Beacon Period
	100ms

	

MAC
	Coordination
	DCF

	
	SIFS/DIFS
	16us/43us

	
	Detection
	Energy detection & preamble detection

	
	RTS/CTS
	No

	
	Contention
	EDCA

	CCA-PD
	-82dbm for 11ac

	CCA-ED
	-62dbm for 11ac

	ACK Modeled
	Immediate ACK

	OFDM symbol length 
	4 us 


Appendix II: system level simulation results
Table 1: Throughput of Wi-Fi system in coexist with NR-U with different LBT types for NR-U DRS transmission in low traffic load
	Reported parameters
	DRS windows = 5ms

	
	Wi-Fi in coex
(Case 1)
	Wi-Fi in coex
(Case 2)
	         Wi-Fi in coex
(Case 3)
	

Wi-Fi in coex
(Case 4)

	DL UPT CDF [Mbps]
	5%
	26.04
	26.19
	26.05
	25.23

	
	50%
	67.56
	66.78
	66.92
	67.16

	
	95%
	76.94
	76.91
	76.87
	76.81

	
	Mean
	59.21
	59.07
	58.77
	59.09

	DL Delay CDF [s]
	5%
	0.05
	0.05
	0.05
	0.05

	
	50%
	0.06
	0.06
	0.06
	0.06

	
	95%
	0.15
	0.15
	0.15
	0.16

	
	Mean
	0.08
	0.08
	0.08
	0.08

	UL UPT CDF [Mbps]
	5%
	22.69
	24.18
	23.65
	23.44

	
	50%
	60.36
	60.12
	59.30
	59.97

	
	95%
	76.43
	76.56
	76.43
	76.43

	
	Mean
	55.37
	55.48
	55.38
	55.35

	UL Delay CDF [s]
	5%
	0.05
	0.05
	0.05
	0.05

	
	50%
	0.06
	0.07
	0.07
	0.07

	
	95%
	0.16
	0.16
	0.15
	0.16

	
	Mean
	0.08
	0.08
	0.08
	0.08

	ρDL
	99.47%
	99.44%
	99.44%
	99.44%

	ρUL
	99.10%
	99.14%
	99.12%
	99.13%

	Mean BO
	13.72%
	13.70%
	13.77%
	13.69%

	λ
	0.2



Table 2: Throughput of Wi-Fi system in coexist with NR-U with different LBT types for NR-U DRS transmission in medium traffic load
	Reported parameters
	DRS windows = 5ms

	
	Wi-Fi in coex
(Case 1)
	Wi-Fi in coex
(Case 2)
	         Wi-Fi in coex
(Case 3)
	

Wi-Fi in coex
(Case 4)

	DL UPT CDF [Mbps]
	5%
	13.15
	12.90
	12.77
	12.77

	
	50%
	44.65
	44.55
	44.32
	44.91

	
	95%
	78.45
	78.29
	78.63
	78.26

	
	Mean
	46.05
	45.82
	45.98
	46.12

	DL Delay CDF [s]
	5%
	0.05
	0.05
	0.05
	0.05

	
	50%
	0.09
	0.09
	0.09
	0.09

	
	95%
	0.30
	0.29
	0.30
	0.30

	
	Mean
	0.12
	0.12
	0.12
	0.12

	UL UPT CDF [Mbps]
	5%
	8.96
	9.12
	9.55
	8.46

	
	50%
	38.15
	38.29
	39.21
	37.97

	
	95%
	78.14
	78.17
	78.18
	78.12

	
	Mean
	41.10
	41.17
	41.71
	40.71

	UL Delay CDF [s]
	5%
	0.05
	0.05
	0.05
	0.05

	
	50%
	0.10
	0.10
	0.10
	0.10

	
	95%
	0.42
	0.42
	0.41
	0.45

	
	Mean
	0.15
	0.16
	0.15
	0.16

	ρDL
	98.90%
	98.79%
	98.83%
	98.96%

	ρUL
	99.06%
	99.13%
	99.12%
	99.06%

	Mean BO
	36.3%
	36.7%
	36.0%
	36.5%

	λ
	0.4



 
Table 3: Throughput of Wi-Fi system in coexist with NR-U with different LBT types for NR-U DRS transmission in high traffic load
	Reported parameters
	DRS windows = 5ms

	
	Wi-Fi in coex
(Case 1)
	Wi-Fi in coex
(Case 2)
	         Wi-Fi in coex
(Case 3)
	

Wi-Fi in coex
(Case 4)

	DL UPT CDF [Mbps]
	5%
	6.63
	7.19
	7.05
	6.81

	
	50%
	30.50
	31.73
	32.28
	30.42

	
	95%
	73.71
	73.70
	74.13
	73.81

	
	Mean
	34.36
	35.30
	35.73
	34.92

	DL Delay CDF [s]
	5%
	0.05
	0.05
	0.05
	0.05

	
	50%
	0.13
	0.12
	0.12
	0.13

	
	95%
	0.58
	0.53
	0.52
	0.55

	
	Mean
	0.19
	0.18
	0.18
	0.19

	UL UPT CDF [Mbps]
	5%
	4.64
	4.83
	5.21
	4.81

	
	50%
	24.61
	25.69
	25.55
	25.68

	
	95%
	69.78
	71.21
	71.72
	71.47

	
	Mean
	28.80
	29.80
	29.74
	29.67

	UL Delay CDF [s]
	5%
	0.06
	0.06
	0.06
	0.05

	
	50%
	0.16
	0.15
	0.15
	0.15

	
	95%
	0.75
	0.76
	0.66
	0.70

	
	Mean
	0.25
	0.24
	0.23
	0.24

	ρDL
	98.63%
	98.74%
	98.50%
	98.31%

	ρUL
	97.77%
	97.84%
	97.89%
	98.16%

	Mean BO
	60.47%
	60.48%
	59.48%
	60.46%

	λ
	0.6
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