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Introduction
As agreed in RAN-P #80, and further revised in RAN-P #81, one of the items in WID on NR MIMO enhancements is multi-TRP as described below [1]:
“
· Enhancements on multi-TRP/panel transmission including improved reliability and robustness with both ideal and non-ideal backhaul:
· Specify downlink control signalling enhancement(s) for efficient support of non-coherent joint transmission
· Perform study and, if needed, specify enhancements on uplink control signalling and/or reference signal(s) for non-coherent joint transmission
· Multi-TRP techniques for URLLC requirements are included in this WI
”
In this contribution, the following aspects are discussed in different sections:
· Enhancements for single-PDCCH based design.
· Enhancements for multiple-PDCCH based design.
· Enhancements related to URLLC, reliability, and robustness.

Enhancements for Single-PDCCH Based Design
The following aspects regarding enhancements for single-PDCCH based design are discussed in this section:
· [bookmark: _GoBack]Required DMRS port entries.
· DMRS port table.
· CSI enhancements.

It should be noted that only ideal backhaul (defined as backhaul delay tolerable for joint scheduling decisions) deployment is applicable for multi-TRP with single-PDCCH based design.
Required DMRS Port Entries
The following agreement was achieved in RAN1 #97:
Agreement 
Support following principles for DMRS port indication design for NCJT transmission based on single-PDCCH multi-TRP, at least for single front-load symbol and eMBB
· Antenna port field size is the same as Rel-15, at least for DCI format 1-1
· At least support following layer combinations from two TRPs indicated by antenna port field:
· 1+1, 1+2, 2+1, 2+2 for single CW and SU, at least for DCI format 1-1
· To be evaluated to determine whether introducing following design principles for DMRS entries in RAN1#98: 
· 1+3 and/or 3+1
· MU cases, i.e. between NCJT UE+NCJT UE and NCJT UE+S-TRP UE
· Two CWs for the case of total layers of NCJT reception more than 4

With respect to layer combinations 1+1, 1+2, 2+1, 2+2, new DMRS port entry (whether in a new table or as an addition to existing tables) is needed for the case of 1+2 layer combination. Note that existing DMRS ports entries in Rel. 15 already support layer combinations 1+1, 2+1, and 2+2:
· 1+1: DMRS ports {0,2} with 2 CDM groups w/o data for DMRS type=1 and 2; and max length=1 and 2.
· 2+1: DMRS ports {0,1,2} with 2 CDM groups w/o data for DMRS type=1 and 2; and max length=1 and 2. In addition:
· Same DMRS ports {0,1,2} with 3 CDM groups w/o data for DMRS type=2.
· 2+2: DMRS ports {0,1,2,3} with 2 CDM groups w/o data for DMRS type=1 and 2; and max length=1 and 2. In addition:
· Same DMRS ports {0,1,2,3} with 3 CDM groups w/o data for DMRS type=2.
· DMRS ports {0,2,4,6} with 2 CDM groups w/o data for DMRS type=1; and max length=2.

Also, for layer combination 1+2, DMRS ports {3,4,5} with 3 CDM groups is already supported in Rel. 15 for DMRS type=2. However, this is not supported for DMRS type=1, and even for DMRS type=2, this layer combination is not supported for 2 CDM groups w/o data.
Therefore, for layer combination 1+2, we propose to include DMRS ports entry {2;0,1} with 2 CDM groups w/o data with single front loaded DMRS symbol for DMRS type=1 and 2; and max length=1 and 2. It is natural to choose the existing ports {0,1,2} (that is used for 2+1 layer combination but with a reverse order) to minimize the implementation efforts.
[bookmark: p1]Proposal 1: For layer combination 1+2 for single-DCI based multi-TRP, support including DMRS ports entry {2;0,1} with 2 CDM groups w/o data with single front loaded DMRS symbol for DMRS type=1 and 2; and max length=1 and 2.
With respect to rank combinations 1+3 or 3+1, Figure 1 shows the throughput comparison with (green) and without (blue) using the highly-imbalanced rank combinations 1+3 or 3+1 for both cases of PL delta=0 and 9 dB. As it can be seen, the two curves are almost on top of each other indicating that there is no benefit from those rank combinations. For comparison, we also plotted the throughput if only rank combinations 1+3 or 3+1 are used, which is clearly smaller than the other two curves.
[image: ]
[bookmark: _Ref15914255]Figure 1: Throughput comparison with and without rank combinations 1+3 or 3+1.
Observation 1: High imbalanced rank combinations 1+3 or 3+1 do not provide throughput gains compared to only using rank combinations 1+1, 1+2, 2+1, and 2+2.
With respect to MU cases, it should be noted that the benefit of MU-MIMO for multi-TRP is not clear. This is because NCJT provides throughput enhancements mostly for cell-edge users, and it may not make sense to split the power among multiple users by performing MU-MIMO when one or more of the co-scheduled UEs are in cell-edge condition. In addition, NCJT capacity gains are typically in the regime of small RU (10-20% resource utilization) in which case the benefit of MU-MIMO is not clear.
Observation 2: MU-MIMO for cell-edge UEs results in performance degradation. Given that NCJT is beneficial for cell-edge UEs, co-scheduling two or more UE in a MU-MIMO manner in which some or all of the UEs receive a multi-TRP PDSCH may not be beneficial.   
Therefore, we propose:
[bookmark: p2]Proposal 2: For antenna ports indication of single-DCI based multi-TRP (SDM case), rank combinations 1+3 or 3+1, and MU-MIMO are not supported. 
DMRS Port Table
For NCJT antenna port(s) indication, some of the antenna ports in Rel. 15 (Tables 7.3.1.2.2-1 to 7.3.1.2.2-4 in 38.212) will not be used due to
· Entries indicating one port only are not needed.
· Entries indicating two or more ports within one CDM group are not needed given that at least two different CDM groups are needed for proper channel estimation of the ports that are not QCLed.

[bookmark: _Hlk528942724]In fact, as discussed in the previous section, the number of required DMRS antenna ports entries for multi-TRP SDM case are limited (e.g. only 4 entries needed corresponding to layer combinations 1+1, 1+2, 2+1, 2+2). Note that antenna port field size is the same as Rel-15 as agreed. On the other hand, dynamic switching between single-TRP and multi-TRP is possible based on current agreements, i.e., whether the indicated TCI codepoint in the DCI points to one TCI state or two TCI states.  

Given the above, a natural choice is to have a new DMRS port table, which is only used for the case of multi-TRP with single-DCI based design (SDM, FDM, TDM). If the TCI field codepoint in the DCI correspond to one TCI state, Rel. 15 tables should be used; If the TCI field codepoint in the DCI corresponds to two TCI states, the new tables should be used. 
This approach makes sense especially because the required number of antenna ports entries is not only limited for the SDM scheme (only 4 entries needed as discussed), but also limited for FDM and TDM schemes due to smaller number of layers needed for URLLC schemes (e.g. rank 1 only or rank 1 and rank 2) as discussed in more details in Section 4. In order to dynamically switch between different schemes or to signal necessary parameter for a given scheme without the need of introducing a new DCI format, we can signal the necessary information along with the antenna ports field. This approach both saves DCI overhead and eliminates the need to introducing a new DCI format.
[bookmark: p3]Proposal 3: Support introducing new DMRS tables for indication of antenna ports for the case of multi-TRP with single-DCI based design (SDM, FDM, TDM). The determination of which set of DMRS port tables should be used can be a function of the TCI field value in the DCI, i.e., whether it maps to one TCI state or two TCI states.
[bookmark: _Hlk525642117]CSI Enhancements
For single-PDCCH based design where separate layers of the same TB come from different TRPs, the CSI feedback design for multi-TRP can be similar to the case of fe-CoMP in LTE, where UE sends separate CSI reports for each TRP as well as joint CSI report corresponding to multi-TRP transmission, and the network can decide the preferred operation mode based on the CSI feedbacks. 
For the joint CSI report, two sets of PMI/RI corresponding to each TRP are reported. However, given that for four layers or smaller, one TB is used in total, UE can calculate one CQI value even for the joint CSI. Alternatively, two CQI values can be reported for the joint CSI feedback, and the network can decide the coding rate and modulation order(s) based on the CQI pair.
A UE with maximum rank of four can report one of the following rank pairs for the joint CSI feedback, where each pair consists of number of layers from the first TRP and number of layers from the second TRP, respectively: {(1,1),(2,1),(1,2),(2,2)}. Further restrictions can be applied to the set to limit the UE complexity for CSI processing.
[bookmark: _Hlk528942811][bookmark: p4]Proposal 4: Support separate and joint CSI reports for CSI feedback for multi-TRP with single-PDCCH based design, where in the joint report a rank indicator pair and a PMI pair are reported.
Enhancements for Multiple-PDCCH Based Design
The following aspects regarding enhancements for multiple-PDCCH based design are discussed in this section:
· PDSCH related enhancements.
· PDCCH related enhancements.
· UE capability framework for multi-TRP.
· PUCCH related enhancements.

It should be noted that both non-ideal backhaul and ideal backhaul deployments are applicable for multi-TRP with multiple-PDCCH based design.
PDSCH Related Enhancements
In this section, we discuss remaining aspects related to PDSCH enhancements for multi-TRP with multiple-PDCCH based design.
Regarding the aspects related to rate matching for multiple-PDCCH based design, first, it should be clarified that PDSCH of one TRP should be always rate matched around DMRS of another TRP, i.e., UE does not expect to receive two partially / completely overlapping PDSCHs from two TRPs with DMRS REs of one PDSCH colliding with data REs of another PDSCH. This is important in order to ensure proper channel estimation. This can be achieved by dynamic indication of number of CDM groups without data through antenna ports field in the DCI. Note that when backhaul is non-ideal, TRPs should ensure the condition above is satisfied through semi-static coordination (even though the signalling is dynamically indicated in the DCI). In addition, in the case of partial overlapping in frequency domain, the rate matching behaviour above should be the same across all RBs of a PDSCH, i.e., number of CDM groups without data for each PDSCH is the same in both overlapping and non-overlapping RBs. 
[bookmark: p5]Proposal 5: For fully/partially overlapped PDSCHs, UE expects that the number of CDM groups without data is equal to the total number of CDM groups that are used for both PDSCHs, and the same value is used for a PDSCH in both overlapping RBs and non-overlapping RBs.
It should be noted that in the previous RAN1 meeting, one company suggested that Rel. 15 specification already supports above referring to text in 38.214 about co-scheduled UEs and number of CDM groups w/o data. However, that is not related to NCJT transmission (in multi-TRP, different TRPs which could be intra-cell or inter-cell schedule same UE independently, and the current text in 38.214 does not apply to co-scheduling among different TRPs). 
For aperiodic rate matching (Rate matching indicator and ZP CSI-RS trigger), it should be clarified that UE is not expected to assume any dependency between two rate matching procedures corresponding to the two TRPs (i.e. aperiodic rate matching corresponding to a TRP indicated in a DCI is only relevant for the corresponding PDSCH, and not the other PDSCH). Note that this is already implied from the condition “Full scheduling information for receiving a PDSCH is indicated and carried only by the corresponding PDCCH” in the agreement achieved in RAN1 #96. In the absence of such condition, if one of the DCIs is missed, it impacts the decoding of the other PDSCH as well. In addition, for the case of non-ideal backhaul, there are no ways for the two TRPs to coordinate dynamically for rate matching and the corresponding indication in the DCIs. 
[bookmark: p6]Proposal 6: Aperiodic rate matching in a DCI is only relevant for the corresponding scheduled PDSCH, and not the other PDSCH.
The UE should be provided with separate set of aperiodic rate matching resources corresponding to the two TRPs in RRC configurations. For example, multiple rateMatchPatternGroup1, rateMatchPatternGroup2, and aperiodic ZP CSI-RS resource sets can be configured corresponding to the two TRPs / two higher layer indices that are configured per CORESET. For a DCI that is received on a CORESET associated with a first higher-layer index (first CORESET group), the first set of configurations are used for determining the rate matching resources; and for a DCI that is received on a CORESET associated with a second higher-layer index (second CORESET group), the second set of configurations are used for determining the rate matching resources.
[bookmark: p7]Proposal 7: Two set of resources are configured for aperiodic rate matching (rateMatchPatternGroup1, rateMatchPatternGroup2, and aperiodic ZP CSI-RS resource sets). The set of configured resources to consider for interpretation of the relevant DCI fields (Rate matching indicator and ZP CSI-RS trigger) depends on the CORESET group in which the DCI is detected.
For pre-emption indication, given that each TRP may send data to its own URLLC UEs, and given the fact that non-ideal backhaul needs to be supported for the multiple-PDCCH based design, it is preferred to allow for separate pre-emption indications each controlling the interrupted resources for the PDSCH of the corresponding TRP.
For periodic or semi-persistent rate matching, we should have separate rate matching resources (and separate RRC parameters) for each PDSCH, and the rate matching of one PDSCH is independent of the rate matching of the other PDSCH. This is consistent with the aperiodic rate matching behaviour proposed above and provides more scheduling flexibility. 
For LTE CRS rate matching, the following agreement was achieved in RAN1 #97:
Agreement
For rate matching mechanism used for multi-DCI based multi-TRP/panel transmission, support following enhancements: 
· For LTE CRS, extending lte-CRS-ToMatchAround to be configured with multiple CRS patterns in a serving cell
· FFS: Whether/how they apply to one or multiple CRS patterns per PDSCH
· FFS: Whether/how it is applied to single DCI based NCJT

The CRS patterns should be configured per TRP, and is applied to the relevant PDSCH based on the CORESET group. This is consistent with the aperiodic rate matching discussed above.
[bookmark: p8]Proposal 8: A configured CRS patterns is associated with a higher-layer index as part of RRC configuration and is applied to the PDSCH scheduled with a DCI detected on a CORESET with the same higher-layer index.
Regarding single-DCI based NCJT, it is noted that even if different CRS patters are agreed, it is not possible for them to be applied separately for the layers coming from different TRPs. This is because for single-DCI based multi-TRP, a single codeword is scheduled, and having different number of layers carrying coded bits in different REs is a significant change in encoding/decoding procedures. For example, this requires changing many of the equations in Section 5.4.2.1 of 38.212 such as G (number of coded bits for a TB) and E (number of coded bits for a CB). On the other hand, if the union of CRS patters are considered for single-DCI based multi-TRP, then it would be more appropriate for this to be discussed in other agenda items (e.g. Enhancements for dynamic spectrum sharing in Rel-16).
For configuration of periodic / semi-persistent rate matching resources, p-ZP-CSI-RS-ResourceSet, sp-ZP-CSI-RS-ResourceSetsToAddModList, and periodic ratematchpattern rate matching, the corresponding RRC parameters are under PDSCH-config, while for SS/PBCH block and lte-CRS-ToMatchAround (and also cell-level periodic ratematchpattern) rate matching, the corresponding RRC parameters are under ServingCellConfig / ServingCellConfigCommon. We can consider introducing a secondary rate matching IE under PDSCH-config for additional rate matching resources for a UE that supports multiple-PDCCH based multi-TRP. The secondary rate matching IE can include all the necessary params above. However, the details of RRC parameters should be discussed in RAN2.
Regarding PDSCH scrambling, the following agreement was achieved in RAN1 #97:
Agreement
At least for eMBB with M-DCI NCJT in order to generate different PDSCH scrambling sequences, support enhancing RRC configuration to configure multiple dataScramblingIdentityPDSCH
· FFS details including how to associate dataScramblingIdentityPDSCH with TRPs

For association of a dataScramblingIdentityPDSCH with a TRP, a natural choice is to use CORESET group, i.e., a configured dataScramblingIdentityPDSCH is associated with a higher layer index and is applied to the PDSCH scheduled with a DCI detected on a CORESET with the same higher-layer index.
[bookmark: p9]Proposal 9: A configured dataScramblingIdentityPDSCH is associated with a higher layer index as part of RRC configuration and is applied to the PDSCH scheduled with a DCI detected on a CORESET with the same higher-layer index.
Another issue is related to default QCL assumption for PDSCH. In Rel. 15, the default QCL assumption (if the offset between the reception of the DL DCI and the corresponding PDSCH is less than the threshold timeDurationForQCL) is based on lowest CORESET ID in the latest slot in which one or more CORESETs within the active BWP of the serving cell are monitored by the UE. For the case of multi-DCI based multi-TRP, two default QCL assumption should be specified corresponding to the PDSCHs from the two TRP. A natural choice is the QCL of the lowest CORESET ID among a corresponding CORESET group.
[bookmark: p10]Proposal 10: For multi-DCI based multi-TRP, default QCL for a PDSCH is determined based on the lowest CORESET ID that has the same higher layer index as the CORESET in which the DCI scheduling the PDSCH is received (i.e. within the same CORESET group).
PDCCH Related Enhancements
Regarding the number of CORESETs/ BDs/CCEs, the following agreement was achieved in RAN1 #96b: 
Agreement
For PDCCH monitoring and blind decoding for multi-DCI based multi-TRP/panel transmission,  
· Increase the maximal number of CORESETs per “PDCCH-config” up to N=[4, 5, or 6] subject to UE capability
· Increase the maximal number of BD/CCE per slot per serving cell, subject to UE capability

Furthermore, the following agreement was achieved during RAN1 #97:
Agreement
For multi-PDCCH based multi-TRP operation, increase the maximum number of CORESETs per “PDCCH-config” to 5, according to UE capability 
· FFS: How to define capability per TRP 
· Study whether enhancement of reducing PDCCH blocking rate, e.g. Hash function enhancement, and UE complexity is needed, e.g.  taking into account overbooking PDCCH candidates and blind detection reduction per TRP/CORESET group.

Regarding defining capability per TRP for number of CORESETs, we propose:
[bookmark: p11]Proposal 11: For multi-DCI based multi-TRP, UE can indicate through capability signalling the maximum number of CORESETs that can be configured with the same higher layer index per “PDCCH-config”.
Regarding increasing maximum number of BD/CCE per slot per serving cell for multi-DCI based multi-TRP, it is important to also take in to account CA/DC operation when there are multiple serving cells. In Rel. 15, for more than 4 DL serving cells, UE provides the value of “pdcch-BlindDetectionCA”. In the case of CA operation, this value is used to determine , which is used for calculating the BD/CCE limits. Note that the basic unit for the limits for a single-serving cell is given by tables 10.1-2 and 10.1-3 in 38.213, and those are used along with  to determine the total BD/CCE limits as well as per scheduled cell BD/CCE limits in the case of CA/DC operation.
A similar approach can be used for multi-DCI based multi-TRP. UE can indicate a factor “” as part of UE capability signalling, where  and it determines the ratio increase for BD/CCE limits due to multi-DCI based multi-TRP operation. For a single serving cell, BD/CCE limits are the numbers given by tables 10.1-2 and 10.1-3 in 38.213 multiplied by the factor .
Given this increase, UE should be able to report pdcch-BlindDetectionCA even if the maximum number of DL serving cells is less than or equal to 4. In this case, the equivalent condition for reporting pdcch-BlindDetectionCA is if the UE is capable of supporting  or more DL serving cells with single-TRP and  or more DL serving cells with multi-TRP such that . Note that this means UE reports pdcch-BlindDetectionCA for more than 4 times of the basic units of the limits given by tables 10.1-2 and 10.1-3 in 38.213, which is the same condition as in Rel. 15. In addition, calculation of  can be the same as Rel. 15 and is equal to pdcch-BlindDetectionCA when UE reports the value. 
For calculation of total limits and per scheduled cell limits the same mechanism as in Rel. 15 can be used except that each DL serving cell that is configured with multi-DCI based multi-TRP is counted as  times for the purpose of calculating the total limits for all DL serving cells with a given SCS as well as per scheduled cell limit for DL serving cells configured with multi-DCI based multi-TRP. 
Finally, there should be also a per TRP limit for DL serving cells configured with multi-DCI based multi-TRP, which can be the same as per scheduled cell limit for single-TRP cells. This not only simplifies the overbooking procedures (as it can be done only for one of the CORESET groups, or both CORESET groups according to the per TRP limit) but also ensures that not all the candidates are used for only one of the TRPs. In addition, there is no motivation to increase the BD/CCE limits per TRP while having a per TRP limitation is beneficial from reduced complexity and UE implementation point of view. “Per TRP” limit can be defined for BD/CCEs monitored in SS sets associated with CORESETs with the same higher layer index. Figure 2 shows an example of increasing the BD/CCE limits for multi-DCI based multi-TRP and the interaction with CA operation and compares that with BD/CCE limits for the case of CA in Rel. 15.
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[bookmark: _Ref16581118]Figure 2: Increasing BD/CCE limits for multi-DCI based multi-TRP.
 
[bookmark: p12]Proposal 12: The increase for BD/CCE limits for multi-DCI based multi-TRP is achieved as follows:
· UE indicates a factor “” as part of UE capability signalling, where  and it determines the ratio increase for BD/CCE limits for DL serving cells configured with multi-DCI based multi-TRP.
· For a DL serving cell configured with multi-DCI based multi-TRP, per TRP limit is defined and is the same as the Rel. 15 limit.

[bookmark: p13]Proposal 13: For CA operation when UE is capable of multi-DCI based multi-TRP:
· UE reports pdcch-BlindDetectionCA if the UE is capable of supporting  or more DL serving cells with single-TRP and  or more DL serving cells with multi-TRP such that 
· Total and per scheduled cell limits for BD/CCE are calculated similar to Rel. 15 with each DL serving cell configured with multi-DCI based multi-TRP counted as  times.

In Rel. 15, UE cannot receive multiped beams (different QCL-TypeD properties) simultaneously in a given serving cell or on multiple serving cells in same frequency band with CA operation. Priority rules are specified to ensure this in Section 10.1 of 38.213 for the case of multiple PDCCHs (CSS set has priority over USS set; and within CSS / USS sets, lowest SS set index in the cell that has lowest index is selected). For multi-TRP operation, UE may be able to receive two beams with different QCL-TypeD properties simultaneously. In that case, and when UE is configured with multi-DCI based multi-TRP, the priority rules should be defined only within the CORESETs with the same higher layer index. This is illustrated in Figure 3:
[image: ]
[bookmark: _Ref16581212]Figure 3: Priority rules for overlapping PDCCHs in the case of multi-DCI based multi-TRP.
[bookmark: p14]Proposal 14: For multi-DCI based multi-TRP and when UE is capable of receiving two simultaneous beams with different QCL-TypeD properties, the Rel. 15 priority rules are separately applied for CORESETs with the same higher layer index over the PDCCH candidates in overlapping PDCCH monitoring occasions in the case of single-cell or intra-band CA.
As discussed in Sections 3.1 and 3.2 and also as agreed in the last meeting, a higher layer index is configured per CORESET. This higher layer index basically groups the CORESETs in to two groups corresponding to the two TRPs. Some of the operations in the case of multi-DCI based multi-TRP use this association. For example, it is already agreed that for HARQ-Ack transmission, the higher layer index can be used. Other examples mentioned in this contribution include: PDSCH scrambling, rate matching, etc.
For the CORESETs configured through ControlResourceSet IE, the higher layer index can be easily added as part of configuration. However, CORESET 0 is a special CORESET and is not configured through ControlResourceSet IE. Rather, CORESET 0 is configured by the information in PBCH (MIB) or PDCCH-ConfigCommon through 4 bits (e.g. value of 0,…,15) that determine the parameters through look up tables specified in the specifications. The question is that how the higher layer index should be configured for CORESET 0. A simple solution is that CORESET 0 is always associated with a fixed higher layer index (e.g. index=0).    
[bookmark: p15]Proposal 15: CORESET 0 is always associated with a fixed higher layer index (e.g. index=0) when the UE is configured with multi-DCI based multi-TRP operation.
UE Capability Framework for Multi-TRP 
Multiple-PDCCH based multi-TRP complexity is fundamentally larger than single-TRP complexity due to
· UE may need to process two PDCCHs and/or two PDSCHs simultaneously.
· Out-of-order operations across two TRPs may be unavoidable especially for the case of non-ideal backhaul.
· Increase in number of CORESETs per PDCCH-config.
· Increase in number of CCEs/BDs per serving cell.
· Possible increase in number of HARQ processes to allow for more flexibility.
· Potentially larger number of TCI states: larger number of TRS’s to track 

For example, when UE indicates capability of supporting 2 CCs with UE processing capability 2, the UE may not be able to process two DCIs and two PDSCHs in each CC simultaneously with the same processing timing as in the case of single TRP. For instance, if a UE supports 2CCs in the single-TRP case, we can reduce the number of CCs to one, and allow for multi-TRP with multiple-PDCCH based operation in that CC with the same UE processing timing as in the case of single-TRP.
As another example, Rel. 15 requires in-order operation for PDCCH-to-PDSCH, PDSCH-to-HARQ-Ack, and PDCCH-to-PUSCH. For multiple-PDCCH based multi-TRP, out-of-order may be required across TRPs when backhaul is non-ideal (note that within a TRP, in-order operation should be maintained similar to Rel. 15). Allowing for out-of-order operation across the TRPs increases the UE complexity and impacts the UE pipelining. 
Based on all the reasons above, for capability reporting in NR, it is important to consider a framework which provides flexibility for efficient implementation. For instance, if a UE indicates capability for 5 CC’s in a band, it should not be required to support the same number of CC’s with or without multi-TRP support. Ideally, area efficient implementations could be leveraged so that multi-TRP support for the band has X<=5 CC, while R15 support allows up to 5 CC according to legacy signalling. Note that there is already precedent in many cases for this in R15, e.g., support of capability 2 processing time may have a different number of supported carriers versus the number supported for capability 1 only. 
[bookmark: p16]Proposal 16: UE should be allowed to indicate different number of CCs / different BW as capability signalling for multi-TRP versus single-TRP operation.
With this approach, restrictions for multi-TRP operation can be minimal, e.g. no need to define new (relaxed) UE processing capability for multi-TRP, can allow for out-of-order operation across TRPs, can increase the maximum number of CORESETs/BDs/CCEs compared to Rel. 15 limits as agreed. All of these would allow the multi-TRP operation to have the flexibility that it needs, and would make the multi-TRP feature more attractive from deployment point of view.
[bookmark: _Hlk534040470]PUCCH Related Enhancements 
In this section, we discuss Ack/Nack feedback design for multi-TRP transmission with multiple-PDCCH based design. Both joint and separate HARQ-Ack feedback have been agreed, and the details for each is discussed in this section.
The following agreement was achieved during the Email discussions:
Agreement (Email Discussions)
· If the higher layer signaling index per CORESET is configured, when generating separated ACK/NACK codebook across all CCs for M-DCI based multi-TRP/panel transmission: 
· Configured higher layer signaling indices corresponding to different ACK/NACK codebooks have different values. 
· FFS whether/what if the value of indices configured in different CORESETs have the same value (or are not configured) for M-DCI NCJT
· For dynamic codebook, counting DAI is independent for DCIs from CORESETs with different values of configured higher layer signaling indices
· For semi-static codebook, determining candidate PDSCH reception occasions and HARQ-ACK information bits are independent for DCIs/PDSCHs from CORESETs with different values of configured higher layer signaling indices
· For PUCCH resource determination, the last DCI among DCIs, if values of the PDSCH-to-HARQ_feedback timing indicator field indicating a same slot for the PUCCH transmission with slot-level granularity of K1, is determined independently for DCIs from CORESETs with different values of configured higher layer signaling indices
· Note that this does not preclude configuring the index for other purposes.
· For joint A/N feedback by M-DCI, for both semi-static and dynamic A/N codebooks, studying following aspects:
· HARQ-ACK bit multiplexing: e.g. HARQ-ACK bits for TRP-0 and TRP-1 are concatenated by the increasing order of configured higher layer signaling indices of CORESETs,  or HARQ-ACK from TRP-0 and TRP-1 are interlaced across different CCs
· PUCCH resource determination: e.g. how the last DCI is determined at the UE
· DAI: e.g. DAI is applied per TRP or cross two TRP for dynamic A/N codebook
· Further study on mechanism and conditions for when/how to switch between joint and separated ACK/NACK feedback within a slot, considering one or the combination of the following alternatives:
· Alt 1: a new RRC signaling is to switch between joint feedback and separate feedback.
· Alt2: if configured higher layer signaling indices in the CORESETs corresponding to different TRPs have different values, the UE shall use separated ACK/NACK feedback, otherwise (including indices are not configured) the UE shall use joint A/N feedback as Rel-15.
· Alt 3:depending on reported UE capability signaling of informing the maximum number of transmitted PUCCH resources for HARQ-ACK within a slot [or sub-slot], e.g. if UE reports “1” for the UE capability signaling, joint A/N feedback will be always used within a slot for M-DCI NCJT;
· Alt 4: UE switches between joint feedback or separate feedback depending on whether the indicated PUCCH resources for two TRPs are overlapped or not (reusing Rel-15 rule as much as possible); 
· FFS whether/how to support the value of K1 with sub-slot level granularity 
· FFS whether/how to associate PUCCH resource groups and configured higher layer signaling indices of CORESETs (to be concluded in RAN1 98) 
· Note that for M-DCI based multi-TRP/panel transmission, it is encouraged to minimize spec impact for supporting both separate A/N feedback and joint A/N feedback when the higher layer signaling indices for CORESETs are configured

Regarding the joint HARQ-Ack, Rel. 15 mechanisms should be used as much as possible to minimize the spec impact while ensuring robust HARQ-Ack operation. For example, for joint HARQ-Ack with dynamic codebook, the counting should be joint similar to CA operation. If the DAI counting is separate, then the probability of HARQ-Ack codebook size mismatch increases because when the last DCI for any of the TRPs is missed, the codebook size for the joint HARQ-Ack is not correct. On the other hand, with joint DAI counting, a missing DCI can be detected as shown in Figure 4. Obviously, joint DAI counting is the natural choice for joint HARQ-Ack feedback.
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[bookmark: _Ref16196908]Figure 4: Issues with separate DAI counting for joint HARQ-Ack feedback for dynamic codebook.
In addition to above, when joint HARQ-Ack is used for dynamic codebook, total DAI in a given PDCCH monitoring occasion should not only count the DCIs sent across different CCs, but should also count the DCIs sent across different TRPs in a given CC. This is consistent with the HARQ-Ack mechanism for the case of CA, and can further increase the robustness against missing DCIs as shown in Figure 5. Hence, DCI format 1_1 should contain 2 bits for total DAI if more than one serving cell are configured in the DL (as in Rel. 15) or if multi-DCI based multi-TRP is configured.
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[bookmark: _Ref16199011]Figure 5: Further robustness when tDAI is indicated for joint HARQ-Ack with dynamic codebook.
For joint HARQ-Ack with semi-static codebook, separate PDSCH occasions can be determined for each TRP in the same way that it is determined per CC in Rel. 15, i.e., PDSCH occasions , where  denotes the serving cell index (as in Rel. 15) and  denotes the TRP index (i.e. higher layer index configured per CORESET), are determined per CC and per TRP. Note that similar to the case of CA, HARQ-ACK bits for TRP-0 and TRP-1 are concatenated based on the separate PDSCH occasions.
Note that the higher layer index agreed for separate HARQ-Ack feedback is also essential for the case of joint HARQ-Ack feedback. For example, consider the semi-static codebook case and assume that in a given slot two PDSCHs are received with the same K1 value pointing to the same slot for HARQ-Ack transmission. Then, the UE should have a notion of “first / second TRP” so that it can put the corresponding A/N bits in the correct place in the codebook.
[bookmark: p17]Proposal 17: For joint HARQ-Ack feedback:
· [bookmark: _Hlk16197364]For dynamic codebook: DAI counting is joint across the two TRPs, and total DAI should count total number of DCIs in a PDCCH monitoring occasion across both different CCs as well as different TRPs. DCI format 1_1 should contain 2 bits for total DAI if more than one serving cell are configured in the DL (as in Rel. 15) or if multi-DCI based multi-TRP is configured.
· [bookmark: _Hlk16199235]For semi-static codebook: Separate PDSCH occasions are determined for each TRP in the same way that it is determined per CC in Rel. 15, i.e., PDSCH occasions , where  denotes the serving cell index (as in Rel. 15) and  denotes the TRP index (i.e. higher layer index configured per CORESET), are determined per CC and per TRP.
· Higher-layer index per CORESET is configured across all CCs.

Regarding “mechanism and conditions for when/how to switch between joint and separated ACK/NACK feedback within a slot”, it should be up to the network to configure, which also depend on coordination scheme and backhaul condition between the TRPs. Dynamic switching between joint and separate feedback not only complicates the procedures, but also, it is not needed. Besides, some of the alternatives listed in the agreement above do not work. For example, Alt2 is not a viable solution because different higher layer indices configured per CORESET are also needed for joint HARQ-Ack feedback as discussed above. Also, Alt4 has major impact on UCI multiplexing and ignores the fact that joint versus separate HARQ-Ack feedback depends on backhaul condition and coordination scheme between TRPs. For example, when backhaul between two TRPs is non-ideal and the UE multiplexes the HARQ-Ack in a joint codebook based on Alt4, the feedback cannot be decoded by any of the TRPs. In addition, PUCCH resource is also a function payload size for HARQ-Ack, and the PUCCH resource might change if joint feedback is determined based on Alt4 as the payload size increases. In summary, Alt2 and Alt4 unnecessarily complicate the procedures and they may not even work depending on the details.  
We think that a combination of Alt1 and Alt3 is the most natural choice and simplifies the design by avoiding complicated and unnecessary rules for dynamic switching between joint and separate HARQ-Ack feedback.
[bookmark: p18]Proposal 18: A new RRC signalling is used to switch between joint feedback and separate feedback. Network can configure the UE based on coordination schemes between TRPs as well as UE capability signalling.
For separate HARQ-Ack feedback, PUCCH resource groups allow for up to doubling the PUCCH resources within a PUCCH resource set without the need to increase the bit-width of PRI in DCI (3 bits as in Rel. 15). This means that flexibility per TRP remains the same as Rel. 15 for PUCCH resource selection. Without grouping, flexibility per TRP is reduced for PUCCH resource selection. Note that having enough flexibility per TRP is needed especially in the case of non-ideal backhaul, and is also the principle for some of the PDCCH related agreements (e.g. increase the maximum number of CORESETs to 5). 
It is important to note that the above does not mean that total number of PUCCH resources (i.e., maximum 128 PUCCH resources in Rel. 15) need to be increased. Instead, maximum number of PUCCH resources in a PUCCH resource set can increase to allow for the enhanced flexibility (note that 2*(32+8+8+8)=112). In addition, it naturally fits the group-based PUCCH spatial relation info update agreement in MB agenda item, as the beams for different TRPs can be separately updated for the two PUCCH resource groups. 
[bookmark: p19]Proposal 19: For multi-DCI based multi-TRP, if the UE is configured with separate HARQ-Ack feedback, a higher layer index can be configured per PUCCH resource.
Finally, for separate HARQ-Ack feedback, it is important for the network to ensure that PUCCH or PUSCH transmissions corresponding to different TRPs do not overlap in time. Note that in the case of overlapping UL channels that are intended for different TRPs, UCI multiplexing cannot be done as the TRPs are not aware of the payload or resources of the UL channel corresponding to the other TRP due to non-ideal backhaul. Furthermore, dropping one of the UL channels is not a good design as it results in DL throughput loss (in case of dropping HARQ-Ack) or UL throughput loss (in case of dropping PUSCH). Note that this is not an issue for joint HARQ-Ack as the backhaul condition is good, and Rel. 15 UCI multiplexing rules can handle overlapping UL channels.
[bookmark: p20]Proposal 20: For multi-DCI based multi-TRP, if the UE is configured with separate HARQ-Ack feedback, the UE is not expected to
· be indicated with overlapping PUCCH resources for UCI transmissions if the higher layer index of the overlapping PUCCH resources have different values.
· be indicated with a PUCCH resource for UCI transmission that overlaps with a PUSCH transmission if the higher layer index of the PUCCH resource is not the same as the higher layer index of the CORESET in which the DCI scheduling the PUSCH is received.
Enhancements Related to URLLC, Reliability, and Robustness
In this section, aspects related to reliability of PDSCH, PDCCH, PUCCH and PUSCH are discussed.
Reliable PDSCH reception
[bookmark: _Hlk528942643]For PDSCH reliability, SDM, FDM, and TDM schemes are agreed. For SDM, it is the same as eMBB, and is separately discussed in Section 2. In this section, we discuss some of the details related to FDM and TDM schemes.
FDM schemes
The following agreement was achieved during RAN1 #97:
Agreement
For M-TRP based URLLC, support both 2a and 2b 
· Scheme 2a and 2b have separate UE capabilities.
· For scheme 2b, 
· Additional UE capability is specified to inform the gNB whether the UE can support CW soft combining 
· Support up to two-layer transmission 
· In the case of one layer, up to two CBs per CW 
· In the case of two layers, one CB per CW 
· FFS: Support of multi-DCI based FDM scheme with repetition (to be concluded in RAN1#98)
· FFS: Support of independent MCS selection for each TRP

It is important to focus on the essential enhancements at this point. The first issue is the details of frequency domain resource allocation (FDRA) mechanism for the FDM schemes. Note that the PDSCH is scheduled with a single-DCI, and hence, including a second FDRA field corresponding to the second TRP increases the PDCCH overhead and may require a new DCI format. Therefore, we propose:
[bookmark: p21]Proposal 21: For the FDM schemes (2a/2b), the FDRA field in the DCI indicates RB allocation corresponding to both TCI states. 
Given the RB allocation in the FDRA, the UE still needs to know how they are divided per TCI state, i.e., RB assignment per TCI state. First, we note that both contiguous RBs per TCI state within the FDRA as well as distributed RBs per TCI state within the FDRA as shown in Figure 6 are needed. Contiguous RBs per TCI state can enable wideband channel estimation per TCI state, and distributed RBs per TCI state increases the frequency diversity per TCI state. 
[image: ]
[bookmark: _Ref16260558]Figure 6: Contiguous vs distributed RBs per TCI state. 
Note that the enhanced frequency diversity per TCI state for the distributed RBs per TCI state can be achieved in both cases of contiguous FDRA as well as non-contiguous FDRA (whether FDRA is indicated with RA type 0 or RA type 1). This is shown in Figure 7 for scheme 2a, where the dotted lines compared to the solid lines show the benefit of enhanced frequency diversity per TCI state due to distributed RBs per TCI state. The green curves show the non-contiguous FDRA (allocation of all 8 RBs given by FDRA is RBs 1-4 and 31-34). Simulation parameters in this section are summarized in Table 2 as agreed during the Email discussions.
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[bookmark: _Ref16261096]Figure 7: Enhanced frequency diversity for distributed RBs per TCI state.
Observation 3: Distributed RB allocation per TCI state within the FDRA can enhance the performance due to more frequency diversity per TCI state. 
Another issue is the number of RBs per TCI state. Even though the flexibility for unequal number of RBs per TCI state can compensate for a large PL delta between the TRPs, it is not very helpful in the case of blockage. In fact, unless if the quality of channels are exactly known at the gNB, always equal allocation may be more robust against blockage. Figure 8 shows the simulation results for PL delta=0,3,6 dB as well as for blockage for scheme 2a. The green curve corresponds to equal RB allocation per TRP, while other curves correspond to more RB allocation for TRP1 (which is the stronger TRP in the case of PL delta>0dB). As it can be seen, even when PL delta=6dB, the benefit of unequal RB allocation is insignificant. For the case of blockage, unequal RB allocation can significantly degrade the performance. Besides, unequal RB allocation complicates the FRDA design and increases the DCI overhead.
Observation 4: Equal (or almost equal) RB allocation per TCI state is sufficient for the FDM schemes.
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[bookmark: _Ref16265107]Figure 8: Equal vs unequal RB allocation per TCI state.
Given the simulation results / explanations above, we now get back to the original question: How the UE should determine the RB allocation per TCI state given the overall RBs from FDRA? It is important to note that the PRG size (wideband, 4, or 2) also needs to be taken into account. For example, when PRG is wideband for the FDM schemes, it should be interpreted as “wideband per TCI state” (as the RBs within a PRG cannot have different TCI states) in which case distributed RBs per TCI state is not possible. Also, it is desirable to have unified solution for determining RBs per TCI state for different RA type (RA type 0; RA type 1 with non-interleaved or interleaved cases). 
For wideband PRG, the first half RBs in the PRB domain are assigned to the first TCI state and the second half are assigned to the second TCI state. For PRG size of 4 or 2, the assignment of RBs per TCI state is in units of PRGs. In this case, the distributed RBs per TCI state discussed above should be used as the channel estimation is not wideband and more frequency diversity is beneficial. Hence, the even PRGs within the allocated FDRA are assigned to the first TCI state and the odd PRGs within the allocated FDRA are assigned to the second TCI state. This is illustrated in. Note that this approach works regardless of the RA type as the assignment per TCI state is in the PRG domain. This is illustrated in Figure 9.
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[bookmark: _Ref16281942]Figure 9: RB assignment per TCI state in units of PRG for PRG size of 2RBs.
[bookmark: p22]Proposal 22: For schemes 2a/2b, RB assignment per TCI state from the allocated RBs is determined as
· For wideband PRG, first  RBs are assigned to TCI state 1 and the remaining  RBs are assigned to TCI state 2.
· For PRG size=2 or 4, even PRGs within the allocated FDRA are assigned to TCI state 1 and odd PRGs within the allocated FDRA are assigned to TCI state 2.

TBS determination for scheme 2a is the same as Rel. 15 as single codeword is used. For scheme 2b, given that two codewords of the same TB are used, TBS determination should be specified. Having separate MCS in the DCI for the two codewords in scheme 2b will not only increase the DCI overhead, but also requires consistency check for arriving at the same TBS. Hence, one MCS can be indicated in the DCI, which determines the target coding rate for the first codeword from which TBS is determined also using the corresponding set of RBs. This approach is equivalent to considering the second codeword as a retransmission, and given that all the scheduling information is carried in a single-DCI, a separate TBS determination / target coding rate is not required. Note that this is the same as TDM schemes as well as Rel. 15 slot aggregation. 
[bookmark: p23]Proposal 23: For the scheme 2b, one MCS is indicated in the DCI, which determines the target coding rate for the first codeword from which TBS is determined also using the corresponding set of RBs.
Regarding the maximum number of layers for scheme 2a, Figure 10 shows the simulation results for different number of layers with a fixed TBS and number of resources. Note that the target coding rate R is smaller for larger number of layers to keep TBS the same for fair comparison. As it can be seen, going from rank=1 to rank=2 can provide some benefit especially in the case of blockage (this happens since the target coding rate for rank=1 is high and therefore, more sensitive to blockage). However, going from rank=2 to rank=4 results in performance degradation as all the degrees of freedom are used for multiplexing rather than diversity. Hence, the maximum number of layers should be 2 for scheme 2a. 
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[bookmark: _Ref16316511]Figure 10: Rank=1,2,4 comparison for scheme 2a.
[bookmark: p24]Proposal 24: The maximum number of layers is two for scheme 2a.
Regarding the DMRS ports for the FDM schemes, it is already agreed that the same DMRS ports are used for the two non-overlapped RBs. Given the maximum of two layers (as discussed above for scheme 2a and as agreed for scheme 2b), one CDM group is enough. Note that in the case of FDM if the DMRS ports belong to two CDM groups, the UE has to effectively process four CDM groups as the non-overlapped RBs have different TCI states. Hence, limiting the number of CDM groups to one can simplify the UE implementation while at the same time supports up to two layers transmissions for each TCI state.
[bookmark: p25]Proposal 25: DMRS ports in schemes 2a/2b belong to one CDM group.
Regarding the maximum number of TCI states for the FDM schemes, it should be noted that more than two TCI states can complicate the design with respect to the details discussed in this section (e.g. assigning RBs per TCI state, indication of the TCI states in the DCI, RB mapping for scheme 2b, more complex channel estimation at the UE, etc.). In addition, more than two TCI state in FR2 requires more than two simultaneous active panels which is not a realistic assumption for Rel. 16 UEs. 
Figure 11 shows SLS simulation results for the case of FDM scheme in FR1 for the factory automation use case. A 2-symbol initial transmission followed by a 2-symbol retransmission is assumed. TRP clusters for a UE is defined as all the TRPs within X dB of the strongest TRP, where X=3 dB is assumed. For the case of two TRPs, the TRP cluster size is limited by 2, and for the case of 4 TRPs, the TRP cluster size is limited by 4. Central scheduling is used to handle overlapping TRP clusters. More simulation parameters / assumptions are shown in Table 3. Figure 11 compares the residual BLER for maximum of 2 TRPs vs maximum of 4 TRPs for two cases of 8 UEs per cell and 10 UEs per cell. As it can be seen, maximum of 4 TRPs does not show any gain compared to maximum of 2 TRPs. This is because the reuse loss due to using 4 TRPs for some UEs is not compensated by the SINR / diversity gain that can be achieved by 4 TRPs from the system level point of view.  
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[bookmark: _Ref16798840]Figure 11: Comparing 2 TRPs vs 4 TRPs in SLS for FDM scheme.
Observation 5: 4 TRPs compared to 2 TRPs does not provide gain for the FDM scheme in SLS.
Overall, we think that the maximum number of TCI states should remain two (as in the case of SDM) in Rel. 16. This also enables a unified solution for indication of TCI states for different schemes, i.e., a TCI codepoint in the DCI pointing to two TCI states.
[bookmark: p26]Proposal 26: The maximum number of TCI states is two for schemes 2a/2b. TCI states are indicated through a TCI codepoint in the DCI that corresponds to two TCI states.
TDM schemes
Regarding the TDM schemes the following was agreed in RAN1 #97 and further in the Email discussions:
Agreement
For single-DCI based M-TRP URLLC schemes 3 & 4, support following design with respect to 
· The maximal number of transmission layers per transmission occasion, down-select one from the following options:
· Option 1: up to single layer transmission 
· Option 2: up to two layers transmission 
· PDSCH repetition indication mechanism:
· Number of repetitions, down-select one from following options:
· Option 1: Dynamic indication
· Option 2: High-layer configured as Rel-15 
· Resource allocation in time domain:
· FFS for further details of the signaling, e.g. starting from the signaling mechanism of slot aggregation in Rel-15
· FFS: whether a minimal gap between PDSCH mini-slot/slot groups is needed
· FFS: whether the same number of symbols should be indicated for each repetition
· FFS: whether/how to handle the time domain resource allocation considering  slot boundary or DL/UL switch in a slot
· Resource allocation at frequency domain: 
· Same frequency domain resource allocation across repetitions as Rel-15 
· For the number of TCI states across PDSCH repetitions, down-select one from following options: 
· Option 1: up to 2  
· One TCI codepoint can indicate up to 2 TCI states as already agreed in Rel-16 for eMBB
· Option 2: up to 4 
· Option 2-1: One TCI codepoint can indicate up to 4 TCI states 
· Option 2-2: New field in DCI (or reuse one or more existing fields in DCI) for indication. 
· For example, TCI states and RV sequences are jointly preconfigured and the combination of TCI states/RV sequences is jointly indicated in DCI. One codepoint in joint field is to indicate up to 4 TCI states and corresponding RV sequences.
· RV sequences for PDSCH repetitions 
· Option 1: support Rel-15 RV sequences at least 
· FFS whether additional RV sequence(s), e.g {0,0,0,0}, {0,3,0,3},{0,3,2,1}, is needed, and whether/how a RV sequence applied to the UE is per TRP
· Option 2: RV sequences are preconfigured by higher layer without restriction of specific orders in spec.
· How to map RVs in RV sequences and indicated TCI states to transmission occasions taking into account 
· whether the number of transmission occasions is dynamically indicated or higher layer configured.
· whether the selected RV sequence depends on the number of TCI state(s) indicated in the codepoint.  
· whether channel estimation interpolation across mini-slots/slot with the same TCI index
· LDPC base graph and TBS shall be same across repetition. 

[bookmark: _Hlk16333865]First, we discuss some aspects related to UE complexity and implementation aspects. For the TDM schemes, different repetitions are transmitted back-to-back. LLR combining at very high rates introduces complexity at the UE, especially when different repetitions are back-to-back. However, this is not an issue for small / medium TB size. Obviously, with regular LLR combining (HARQ retransmissions), there is enough time between the initial transmission and a retransmission, and therefore, LLR combining even at high rates can be done. Note that in Rel. 15 slot aggregation, there are two factors preventing TB size to become very large. First, the maximum number of layers is one. Second, Rel. 15 slot aggregation is for coverage purpose and it does not make sense to use a high MCS with repetition when there is no spatial diversity across repetitions. 
Given that schemes 3 and 4 are agreed for URLLC, and given the UE complexity issue discussed above, we should have a TBS limit for schemes 3 and 4 that corresponds to the largest value that is needed in URLLC use cases.  Table A.2-1 in TR 38.824 summarizes different URLLC use cases in which the largest TB size is 10 KB. Therefore, to alleviate the issue discussed above and at the same time support different URLLC use cases, we propose:
[bookmark: p27]Proposal 27: For schemes 3 and 4, one the following restrictions are required to reduce the UE complexity:
· Limit the TBS to 10 K bytes or
· Limit the rank to one, and in addition, define a limit for MCS (e.g. QPSK only).

Next, we compare three different scenarios for the TDM scheme when two TCI states are used across two or more repetitions as shown in Figure 12. In scenarios 1 and 2, there are two repetitions, while there are four repetitions in scenario 3. Scenarios 2 and 3 have more DMRS overhead compared to scenario 1. Scenario 2 experiences more frequency diversity and smaller latency compared to scenario 1 and 3. 
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[bookmark: _Ref16354595]Figure 12: Three different scenarios for the TDM schemes.
Figure 13 shows the performance comparison for the three scenarios with different RV sequences, and Figure 14 shows the performance for the three scenarios choosing the best RV sequence for each. In all scenarios, TBS as well as total number of resources are the same for fair comparison. PL delta is 0dB, and the MCS (6 or 12) is MCS per repetition for scenario 1. The code rate in scenario 2 is 1.17 times more than scenario 1 (due to more DMRS overhead) and the code rate per repetition in scenario 3 is 2.33 time more than scenario 1 (due to more repetitions as well as more DMRS overhead).
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[bookmark: _Ref16357943]Figure 13: Performance comparison for the three scenarios with different RV sequences.
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[bookmark: _Ref16357957]Figure 14: Performance for the three scenarios choosing the best RV sequence for each.
As it can be seen from the figures above, scenario 2 or 1 can outperform scenario 3. In fact, there is no point in having more than one repetition per TCI state given a fixed amount of resources as it increases the DMRS overhead and may result in decreased coding gain depending on RV sequence. Of course, for coverage extension, we can have more repetitions per TCI state if there are more resources available. However, for coverage-limited scenarios, scheme 4 (repetitions across slots) should be used rather than scheme 3 (repetitions within slot) as more resources are required. Furthermore, maximum of one repetition per TCI state for scheme 3 can simplify the signaling details as discussed more below.
[bookmark: _Hlk16361353][bookmark: p28]Proposal 28: For schemes 3, more than one repetition per TCI state is not supported.
Another issue is the maximum number of TCI states for the TDM schemes. For maximum of two TCI states, the indication of the TCI states can be the same as the SDM case (i.e., one TCI codepoint in the DCI corresponds to two TCI states). For more than two TCI states, more changes are needed and it is preferred to be avoided at this point for Rel. 16.
[bookmark: p29]Proposal 29: For schemes 3 and 4, more than two TCI states are not supported. TCI states are indicated through a TCI codepoint in the DCI that corresponds to two TCI states.
Regarding time domain resource allocation (TDRA), note that in Rel. 15 slot aggregation, the TDRA as indicated in the DCI is applied across different slots. The same mechanism should be used also for scheme 4. However, the repetitions in scheme 3 are within a single slot as agreed. Therefore, “slot boundary” discussions are not relevant for scheme 3. Furthermore, if TDRA is allowed to cross the slot boundary, major changes are required for semi-static HARQ-Ack codebook determination. In Rel. 15, “occasions for candidate PDSCH receptions” are determined based on TDRA candidates within a slot, and for all the slots in the K1 window (Section 9.1.2.1 in 38.213). If a TDRA candidate is allowed to cross the slot boundary, then major changes are required to the pseudo-code. 
[bookmark: p30]Proposal 30: For schemes 3, all the repetitions are in a single slot as agreed in the description of scheme 3.
As proposed above, for scheme 3, we should have two repetitions within the slot (as discussed, two TCI states are enough, and more than one repetition per TCI state is not needed for scheme 3). TDRA indicated in the DCI applies to the first repetition, and the second repetition immediately follows the first repetition with the same length. It should be ensured by the network that the second repetition remains in the same slot by choosing an appropriate start symbol and length for the first repetition. 
[bookmark: p31]Proposal 31: TDRA indicated in the DCI applies to the first repetition, and the second repetition immediately follows the first repetition with the same length.
For scheme 4, similar mechanism as slot aggregation should be used to minimize the specification efforts. That is, TDRA is the same in all the slots. It can be further discussed whether the number of repetitions should be RRC configuration or dynamically indicated in the DCI. Given that scheme 4 is suitable for coverage enhancements (in addition to reliability), number of allowed repetitions can be similar to Rel. 15 slot aggregation. 
Finally, we think dynamic switching between single-TRP, SDM, FDM, and TDM (at least scheme 3) is beneficial. Dynamic switching between single-TRP and multi-TRP schemes is already supported thanks to the TCI state enhancements agreed in this WI. Depending on resources availability in time / frequency domain, channel state information (CSI feedback / SRS), and delay budget / reliability target (e.g. first transmission vs. retransmission), different multi-TRP schemes can be used dynamically. For example, if delay budget is tight, SDM / FDM schemes should be used (e.g. for a retransmission getting close to the deadline) compared to the TDM scheme. 
[bookmark: p32]Proposal 32: Support dynamic switching between multi-TRP schemes.
Reliable PDCCH reception
Signals in NR systems, especially in FR2 may suffer from performance loss due to blockage effects, e.g. from a passing-by human body or a moving vehicle near a UE device. One effective approach to overcome such blockage effects, is to leverage macro-diversity, by receiving multiple copies of a PDCCH from beams of different angular directions. Multi-TRP deployments can naturally provide angular diversity when the beams come from different TRPs. PDCCH reception from multiple TRPs becomes a natural choice of solution for improved robustness. 
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[bookmark: _Ref16785631]Figure 15: An example of PER performance between single beam and multi-beam PDCCH. The beams may be transmitted from different TRPs.
In Figure 15, we illustrate the diversity gain in PDCCH reception from multiple beams using CDL-B channel model and Blockage model A defined in 3GPP TR 38.901. The simulation assumptions are described in the Appendix in . Numerical results indicate that in the presence of blockage effects, it is essential to exploit angular diversity from beams in different directions, which significantly outperforms using a higher aggregation level on a single beam in the PER curves. Therefore, we have the following proposal.
[bookmark: _Hlk528942675][bookmark: p33]Proposal 33: For high reliability use case, support single DCI transmission over multiple TRPs.
In general, soft-combining of the received PDCCHs from multiple TRPs is not required to achieve the angular diversity gain. For instance, as a more direct method, gNB can simply send multiple PDCCHs scheduling the same PDSCH assignment without informing UE the existence of the repetition; at UE side, it suffices to decode at least one PDCCH. Compared with the method that requires soft-combining, the direct method saves the overhead to convey the PDCCH repetition to UE.
Reliable PUCCH transmission 
An important aspect of PUCCH is PUCCH reliability enhancement, especially in FR2. From the previous section we see that DL control channel reliability can be improved via PDCCH transmission over multiple beams.  Improving DL control channel reliability alone is not sufficient, since for closed loop communication, both the UL as well as the DL control channel should be reliable. Hence enhancements to UL control channel for robustness/reliability should be specified for R-16. PUCCH can also be repeated across multiple TRPs for improved UL reliability. From power saving point of view, an UL power efficient approach to achieve reliability enhancement is to allow PUCCH resource selection at the UE. The UE can be configured with multiple PUCCH resources, each associated with different spatial relation info and the UE may select one or more of the resources to transmit PUCCH. The selection of a subset of PUCCH resources from a configured set of PUCCH resources, for UCI transmission can be up to UE implementation.   
[bookmark: _Hlk528942683][bookmark: p34]Proposal 34: Study and specify PUCCH repetition / resource selection across multiple beams for enhanced reliability and robustness.
Reliable PUSCH transmission
[bookmark: _Hlk528942692]Similar to PUCCH, it is beneficial from reliability point of view to leverage spatial diversity for PUSCH in the case of multi-TRP/panel. This is in particular beneficial in FR2, when UE can transmit the same TB on PUSCH multiple times on different panels/beams. SRI configuration / indication and/or other mechanisms need to be studied to enable reliable PUSCH transmission. It should be noted that most of the discussions for reliable PDSCH transmission are also applicable to the case of PUSCH.
[bookmark: p35][bookmark: _Hlk528942702]Proposal 35: For high reliability use case, support PUSCH transmission over multiple panels/beams. 
  
Conclusion 
Proposal 1: For layer combination 1+2 for single-DCI based multi-TRP, support including DMRS ports entry {2;0,1} with 2 CDM groups w/o data with single front loaded DMRS symbol for DMRS type=1 and 2; and max length=1 and 2.
Proposal 2: For antenna ports indication of single-DCI based multi-TRP (SDM case), rank combinations 1+3 or 3+1, and MU-MIMO are not supported. 
Proposal 3: Support introducing new DMRS tables for indication of antenna ports for the case of multi-TRP with single-DCI based design (SDM, FDM, TDM). The determination of which set of DMRS port tables should be used can be a function of the TCI field value in the DCI, i.e., whether it maps to one TCI state or two TCI states.
Proposal 4: Support separate and joint CSI reports for CSI feedback for multi-TRP with single-PDCCH based design, where in the joint report a rank indicator pair and a PMI pair are reported.
Proposal 5: For fully/partially overlapped PDSCHs, UE expects that the number of CDM groups without data is equal to the total number of CDM groups that are used for both PDSCHs, and the same value is used for a PDSCH in both overlapping RBs and non-overlapping RBs.
Proposal 6: Aperiodic rate matching in a DCI is only relevant for the corresponding scheduled PDSCH, and not the other PDSCH.
Proposal 7: Two set of resources are configured for aperiodic rate matching (rateMatchPatternGroup1, rateMatchPatternGroup2, and aperiodic ZP CSI-RS resource sets). The set of configured resources to consider for interpretation of the relevant DCI fields (Rate matching indicator and ZP CSI-RS trigger) depends on the CORESET group in which the DCI is detected.
Proposal 8: A configured CRS patterns is associated with a higher-layer index as part of RRC configuration and is applied to the PDSCH scheduled with a DCI detected on a CORESET with the same higher-layer index.
Proposal 9: A configured dataScramblingIdentityPDSCH is associated with a higher layer index as part of RRC configuration and is applied to the PDSCH scheduled with a DCI detected on a CORESET with the same higher-layer index.
Proposal 10: For multi-DCI based multi-TRP, default QCL for a PDSCH is determined based on the lowest CORESET ID that has the same higher layer index as the CORESET in which the DCI scheduling the PDSCH is received (i.e. within the same CORESET group).
Proposal 11: For multi-DCI based multi-TRP, UE can indicate through capability signalling the maximum number of CORESETs that can be configured with the same higher layer index per “PDCCH-config”.
Proposal 12: The increase for BD/CCE limits for multi-DCI based multi-TRP is achieved as follows:
· UE indicates a factor “” as part of UE capability signalling, where  and it determines the ratio increase for BD/CCE limits for DL serving cells configured with multi-DCI based multi-TRP.
· For a DL serving cell configured with multi-DCI based multi-TRP, per TRP limit is defined and is the same as the Rel. 15 limit.

Proposal 13: For CA operation when UE is capable of multi-DCI based multi-TRP:
· UE reports pdcch-BlindDetectionCA if the UE is capable of supporting  or more DL serving cells with single-TRP and  or more DL serving cells with multi-TRP such that 
· Total and per scheduled cell limits for BD/CCE are calculated similar to Rel. 15 with each DL serving cell configured with multi-DCI based multi-TRP counted as  times.

Proposal 14: For multi-DCI based multi-TRP and when UE is capable of receiving two simultaneous beams with different QCL-TypeD properties, the Rel. 15 priority rules are separately applied for CORESETs with the same higher layer index over the PDCCH candidates in overlapping PDCCH monitoring occasions in the case of single-cell or intra-band CA.
Proposal 15: CORESET 0 is always associated with a fixed higher layer index (e.g. index=0) when the UE is configured with multi-DCI based multi-TRP operation.
Proposal 16: UE should be allowed to indicate different number of CCs / different BW as capability signalling for multi-TRP versus single-TRP operation.
Proposal 17: For joint HARQ-Ack feedback:
· For dynamic codebook: DAI counting is joint across the two TRPs, and total DAI should count total number of DCIs in a PDCCH monitoring occasion across both different CCs as well as different TRPs. DCI format 1_1 should contain 2 bits for total DAI if more than one serving cell are configured in the DL (as in Rel. 15) or if multi-DCI based multi-TRP is configured.
· For semi-static codebook: Separate PDSCH occasions are determined for each TRP in the same way that it is determined per CC in Rel. 15, i.e., PDSCH occasions , where  denotes the serving cell index (as in Rel. 15) and  denotes the TRP index (i.e. higher layer index configured per CORESET), are determined per CC and per TRP.
· Higher-layer index per CORESET is configured across all CCs.

Proposal 18: A new RRC signalling is used to switch between joint feedback and separate feedback. Network can configure the UE based on coordination schemes between TRPs as well as UE capability signalling.
Proposal 19: For multi-DCI based multi-TRP, if the UE is configured with separate HARQ-Ack feedback, a higher layer index can be configured per PUCCH resource.
Proposal 20: For multi-DCI based multi-TRP, if the UE is configured with separate HARQ-Ack feedback, the UE is not expected to
· be indicated with overlapping PUCCH resources for UCI transmissions if the higher layer index of the overlapping PUCCH resources have different values.
· be indicated with a PUCCH resource for UCI transmission that overlaps with a PUSCH transmission if the higher layer index of the PUCCH resource is not the same as the higher layer index of the CORESET in which the DCI scheduling the PUSCH is received.

Proposal 21: For the FDM schemes (2a/2b), the FDRA field in the DCI indicates RB allocation corresponding to both TCI states. 
Proposal 22: For schemes 2a/2b, RB assignment per TCI state from the allocated RBs is determined as
· For wideband PRG, first  RBs are assigned to TCI state 1 and the remaining  RBs are assigned to TCI state 2.
· For PRG size=2 or 4, even PRGs within the allocated FDRA are assigned to TCI state 1 and odd PRGs within the allocated FDRA are assigned to TCI state 2.

Proposal 23: For the scheme 2b, one MCS is indicated in the DCI, which determines the target coding rate for the first codeword from which TBS is determined also using the corresponding set of RBs.
Proposal 24: The maximum number of layers is two for scheme 2a.
Proposal 25: DMRS ports in schemes 2a/2b belong to one CDM group.
Proposal 26: The maximum number of TCI states is two for schemes 2a/2b. TCI states are indicated through a TCI codepoint in the DCI that corresponds to two TCI states.
Proposal 27: For schemes 3 and 4, one the following restrictions are required to reduce the UE complexity:
· Limit the TBS to 10 K bytes or
· Limit the rank to one, and in addition, define a limit for MCS (e.g. QPSK only).

Proposal 28: For schemes 3, more than one repetition per TCI state is not supported.
Proposal 29: For schemes 3 and 4, more than two TCI states are not supported. TCI states are indicated through a TCI codepoint in the DCI that corresponds to two TCI states.
Proposal 30: For schemes 3, all the repetitions are in a single slot as agreed in the description of scheme 3.
Proposal 31: TDRA indicated in the DCI applies to the first repetition, and the second repetition immediately follows the first repetition with the same length.
Proposal 32: Support dynamic switching between multi-TRP schemes.
Proposal 33: For high reliability use case, support single DCI transmission over multiple TRPs.
Proposal 34: Study and specify PUCCH repetition / resource selection across multiple beams for enhanced reliability and robustness.
Proposal 35: For high reliability use case, support PUSCH transmission over multiple panels/beams.
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Appendix

[bookmark: _Ref16262363]Table 1: Link-level simulation parameters and assumptions for Figure 1.
	Parameter
	Value

	Num TRPs 
	2

	PL Delta
	{0, 9} dB

	Frequency range
	FR1 (4GHz)

	SCS
	30KHz

	Channel
	TDL-C; 100ns RMS Delay Spread

	Doppler
	11.1 Hz (corresponding to UE speed of 3km/h in 4GHz)

	Relative delay of second TRP
	60 ns

	Num Tx_Ant at each TRP
	4

	Num UE Rx_Ant 
	4

	Channel estimation
	RMMSE

	MCS
	MCS index table 2 in 38.214 (CP_OFDM_256QAM)

	Num RBs
	50

	PRG size
	2

	Receiver
	MMSE-IRC

	Target first BLER
	10%

	Power constraint
	Per-Antenna and Per-TRP

	Precoding
	Per TRP and per PRG; Based on estimated SRS 




[bookmark: _Ref16262367]Table 2: Link-level simulation parameters and assumptions for URLLC schemes.
	Parameter
	Value

	Num TRPs
	2

	Blockage model
	One of the links is blocked by 10dB with 10% probability

	MCS
	{6, 12} in MCS Table 5.1.3.1-3

	Number of RBs
	{8, 24, 40}

	Number of layers
	{1, 2}

	Number of symbols
	4

	Channel
	TDL-C; 100ns RMS Delay Spread

	Doppler
	11 Hz (corresponding to UE speed of 3km/h in 4GHz)

	Num Tx_Ant at each TRP
	4

	Num UE Rx_Ant
	4

	DMRS Config
	Config Type 1, 1 symbol, no FDM with data

	Channel estimation
	RMMSE

	PRG size
	2

	Receiver
	MMSE-IRC

	Power constraint
	Per-Antenna and Per-TRP

	Precoding
	Per TRP and per PRG; Based on estimated SRS 










[bookmark: _Ref16798673]Table 3: SLS assumptions for the FDM scheme for Factory Automation. 
	Parameters
	Assumptions

	Number of TX/RX antenna
	4/4

	BS Tx power
	23 dBm

	UE noise floor
	9dB

	Carrier frequency
	4GHz

	Simulation bandwidth
	20MHz

	SCS
	30kHz

	Channel Model
	ITU InH for 4GHz

	Time domain resources
	2-symbols first Tx + 2-symbols ReTx

	Packet size
	32 bytes

	Latency
	1ms




Table 4: Simulation Assumptions for PDCCH (Figure 15).
	Parameters
	Values

	Carrier Frequency
	30 GHz

	Subcarrier Spacing for data
	For 30 GHz: 120kHz

	Data allocation
	Agg level 4,8,16

	Channel Model
	CDL-B model 
-                delay spread =100ns , UE speed=3km/h.
-                The angles of BS, i.e., AoD, ZoD, are uniformly distributed within [-60, 60] degrees in azimuth domain and [90, 135] degrees in zenith domain, and those of UE, i.e., AoA, ZoA, are uniformly distributed within [-180, 180] degrees in azimuth domain and [45, 90] in zenith domain, via applying uniform-distribution desired mean angle in subclause 7.7.5.1 in TR 38.901 accordingly.
Companies to report phase noise modelling and PTRS considerations if used.

	Criteria for beam selection
	Best CPO beam pointing towards the average strongest cluster

	BS antenna configurations
	 (M, N, P, Mg, Ng; Mp, Np) = (4, 8, 2, 2, 2; 1 , 1). ((dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ 

	BS antenna element radiation pattern
	For 30 GHz: According to TR38.802

	UE antenna configurations
	(M, N, P, Mg, Ng; Mp, Np) = (2, 4, 2, 1, 2; 1, 1); 
(dV, dH) = (0.5, 0.5)λ. (dg,V, dg,H) = (0, 0)λ.
(M, N, P, Mg, Ng; Mp, Np) = (2, 4, 2, 1, 1; 1, 1);  * Θmg,ng=90°; Ω0,1=Ω0,0+180°;

	BS array orientation
	azimuth 0 degree; mechanic downtilt: 0 degree

	UE array orientation
	ΩUT,a uniformly distributed on [0, 360] degree

	UE antenna element radiation pattern
	See Table A.2.1-8 in TR 38.802

	UE mobility feature
	Blockage model added as Blockage A model in 3GPP 38.901

	Transmission scheme
	Single TCI beam, single transmission; Single TCI beam, two transmissions (TDM, soft combine); 2 TCI beams, 2 transmissions (soft-combine)

	MIMO mode
	SU-MIMO

	UE receiver type
	MMSE-IRC as baseline
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