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Introduction
In RANP #83, a new work item on physical layer enhancements for NR URLLC is approved [1]. One of the objectives of this work item is to specify the schemes which allow for supporting out-of-order downlink HARQ and downlink/uplink scheduling:
· [bookmark: OLE_LINK1]Specification of enhancements to scheduling/HARQ [RAN1]
· Out-of-order HARQ-ACK associated with PDSCHs with different HARQ process IDs
· Out-of-order PUSCH scheduling associated with different HARQ process IDs, including overlapping PUSCHs and non-overlapping PUSCHs in time-domain
· Methods to handle DL data/data resource conflicts for overlapping PDSCHs in time-domain, scheduled by dynamic DL assignments 

Regarding the out-of-order HARQ and uplink scheduling, RAN1 has so far reached the following agreements: 
Agreements:
For a Rel. 16 eURLLC UE and dynamic downlink scheduling, on the active BWP of a given serving cell, the HARQ-ACK associated with the second PDSCH with HARQ process ID x received after the first PDSCH with HARQ process ID y (x != y) can be sent before the HARQ-ACK of the first PDSCH. Specify based on the following solutions:
· Solution 1: The UE always processes the second PDSCH. The UE may or may not drop the processing of the first channel.
· Solution 2: The UE processes both the first and second PDSCHs as a UE capability with no condition.
· Solution 3: The UE processes both the first and second channels under some conditions, e.g. using the CA capability. The conditions are reported as a UE capability. If the conditions are not satisfied, the UE behavior is not defined. 
· FFS: The details of the UE capability.
· Solution 4: 
· A UE drops (terminates) the processing of the first PDSCH.
· Alt1: The UE always drops the first PDSCH.
· Alt2: Some scheduling conditions should be defined. If not satisfied, the UE drops the processing of the first channel.
· FFS how to define the scheduling conditions, e.g., based on the number of RBs, TBS, number of layers, the gap between the first and second PDSCHs, the gap between the two PUCCHs carrying HARQ-ACK, etc.
· The UE behavior, e.g., decision on dropping the first channel and timing capability associated with the second channel, is determined, and is fixed, after decoding the PDCCH associated with the first and the second PDSCH. 
· When the UE drops the processing of the first channel, increasing the minimum PDSCH processing procedure time (N1) of the second PDSCH by d symbols can be considered.
· FFS the value of d. 
· Dropping the processing of the first PDSCH can be done in one of the two ways:
· Alt1: dropping the processing of the first PDSCH on the same serving cell 
· Alt2: dropping the processing of a PDSCH(s) on the same cell or a different serving cell.
· The UE only expects a maximum of one OOO PDSCH-to-HARQ-ACK flow on the active BWP of a given serving cell when applicable
· FFS whether or not, out-of-order operation is allowed across PDSCHs with PDSCH-to-HARQ gap compatible with PDSCH processing time (N1) for capability X.
Agreements:
For a Rel. 16 UE, on the active BWP of a given serving cell, the UE can be scheduled with a second PUSCH associated with HARQ process x starting earlier than the ending symbol of the first PUSCH associated with HARQ process y (x != y) with a PDCCH that does not end earlier than the ending symbol of first scheduling PDCCH.  Specify based on the following solutions:
· Solution 1: The UE always processes the second scheduled PUSCH. The UE may or may not drop the processing of the first schedeuled PUSCH.
· If the first scheduled and second scheduled PUSCHs are not colliding in the time domain:
· Solution 2: The UE processes both the first scheduled and second scheduled PUSCHs as a UE capability with no condition.
· Solution 3: The UE processes both the first scheduled and second scheduled PUSCHs under some conditions. The conditions are reported as a UE capability.
· FFS: The details of the UE capability.
· Solution 4: 
· A UE drops (terminates) the processing of the first scheduled PUSCH.
· Alt1: The UE always drops the first scheduled PUSCH.
· Alt2: Some scheduling conditions should be defined. If not satisfied, the UE drops the processing of the first scheduled PUSCH.
· FFS how to define the scheduling conditions, e.g., based on the number of RBs, TBS, number of layers, the gap between the first and the second PUSCHs, etc.
· The UE behavior, e.g., decision on dropping the first scheduled PUSCH and timing capability associated with the second scheduled PUSCH, is determined, and is fixed, after decoding the PDCCH associated with first and the second scheduled PUSCHs. 
· When the UE drops the processing of the first scheduled PUSCH, increasing the minimum PUSCH preparation procedure time (N2) of the second PUSCH by d symbols can be  considered.
· FFS the value of d. 
· Dropping the processing of the first scheduled PUSCH can be done in one of the two ways:
· Alt1: dropping the processing of the first scheduled PUSCH on the same serving cell 
· Alt2: dropping the processing of a PUSCH(s) on the same cell or different serving cell.
· The UE only expects a maximum of one OOO PDCCH-to-PUSCH flow on the active BWP of a given serving cell when applicable.
· FFS whether or not out-of-order operation is allowed across PUSCHs with PDCCH-to-PUSCH gap compatible with PUSCH processing time (N2) for capability X.
· If the first scheduled PUSCH and the second scheduled PUSCH are colliding in the time domain, the UE drops the processing and the transmission of the first scheduled PUSCH.
· For dropping, the scheduling limitations do not apply. The UE always drops the first scheduled PUSCH.
· Other details of dropping are as those of the solution 4. 

Further, regarding the handling of collision between two PDSCHs, the following agreements were made in RAN1 #96b:

Agreements:
· In case two unicast PDSCHs for a UE are overlapping, the following scenarios are identified:
· Scenario 1-1: Overlapping in the time domain and not in the frequency domain
· Scenario 1-2: Overlapping both in the time and frequency domains
Working assumption:
· When the two unicast PDSCHs for a UE are overlapping, the UE generates HARQ-ACK for both of the PDSCHs.

In RAN1 #97, RAN1 agreed to the following conclusion:
· Conclusion:
· Study further whether/how to support the following scenarios for the handling of two unicast PDSCHs:
· When different DL processing times are associated with different PDSCHs on the same serving cell, and the two PDSCHs are non-overlapping.
· Note: The PDSCH-to-PUCCHs can be out-of-order or in-order.
· Note: The solution(s) should address the UE processing pipelining issue.
· Two PDSCHs follow DL processing timing capability #1 and #2, respectively, on the same serving cell.
· FFS if any different solutions are necessary to address different scenarios when the above condition occurs 
· When the same DL processing time is configured on the same serving cell, and the two PDSCHs are non-overlapping, and the PDSCH-to-PUCCHs are out of order.
· Note: There is no UE processing pipelining issue.
· Note: the in-order PDSCH-to-PUCCHs are already handled in Rel-15.
· The two unicast PDSCHs are overlapping at least in the time domain, regardless of whether the same or different DL processing times is configured on the same serving cell.
· Note: The solution(s) should address the UE processing pipelining issue in this case.
In this contribution paper, we first consider the collision between two PDSCHs and discuss the possible UE behaviors. Then, we present the reasons to allow for scheduling downlink and uplink channels with different processing timelines on the same serving cell followed by a detailed comparison among the four solutions. Finally, we discuss the impact of the out-of-order operation on uplink power control, and propose a solution to solve the issue.
PDSCH-to-PDSCH Collision Handling 
Given the latency requirements of URLLC applications, it may happen that the user supporting both low and high priority transmissions is scheduled with a PDSCH colliding with another PDSCH scheduled earlier. In particular, the high priority transmission is not a re-transmission of the first one; it is scheduled since its latency budget does not allow for large scheduling latency. 
Proposal 1: The out-of-order PDCCH to PDSCH is only supported for transmission of different TBs.
In addition, as was agreed for out-of-order HARQ and PUSCH, there is no use case for handling more than two overlapping PDSCHs. Hence, to keep the problem tractable, only one out-of-order flow is expected by a UE on a given BWP.
Proposal 2: A UE only expects a maximum of one out-of-order PDCCH-to-PDSCH flow on the active BWP of a given serving cell, i.e., only up to two overlapping PDSCHs are expected by the UE.
The main point that should be highlighted is that the PDSCH overlapping with PDSCH, regardless of whether the PDSCHs are following the same minimum processing timing capability or not, is an example of out-of-order scheduling with a direct impact on the UE processing pipeline. This is shown in the figure below:


Figure 1: An example of PDSCH + PDSCH overlapping for processing timing capability #1 with an impact on UE pipelining.

From the UE perspective, the implementation should be such that the impact on processing pipelining due to the out-of-order PDSCH scheduling is handled. From the system performance point of view, it is desirable if the UE can process both PDSCHs without dropping. In order to process out-of-order PDSCHs without any dropping, a CA framework, as will be explained in details in the next section, can be adopted. In short, under the CA framework, the UE reuses some of its baseband processing units in order to process two out-of-order PDSCHs. To do this, the low and high priority PDSCHs should be differentiable at the PHY layer. Further, since the UE separates the low and high priority PDSCHs and processes them using different baseband units to cope with the impact out-of-order scheduling on its pipeline, within each priority, the transmissions should be kept in order.
Observation 1: Regardless of whether the minimum processing timing capabilities are the same or different across two overlapping PDSCHs, the case of PDSCH collision is an example of out-of-order scheduling with an impact on UE processing pipeline.
Proposal 3: To enable the UE to process all PDSCHs without dropping, the priority of PDSCHs are indicated at the PHY layer. Only PDSCHs of different priorities can be allowed to be overlapping, i.e., within the same priority, PDSCHs are all in order. 
Proposal 4: To enable the UE to process all PDSCHs without dropping, the UE indicates the number of CCs that can be supported for low priority PDSCHs and the number of CCs that can be supported for high priority PDSCHs as a capability. 
On the Value of Allowing Different Processing Times On a Cell
In this section, we explain why the main use case of allowing for the out-of-order operation, in both uplink and downlink, is to consider a scenario where channels with different minimum processing times can be mixed on the same serving cell. 
To better understand the value of out-of-order operation, we should first take a look at the configuration and limitation constraints imposed in Rel. 15 NR. Some examples are as follows:
· Example #1: In Rel. 15 NR, if additional DMRS is configured for a serving cell, the N1 for all PDSCHs (regardless of the length of the allocation or whether a PDSCH has additional DMRS or not, is set based on the “slow” timing capability #1. This means that it is not possible to have a long allocation with additional DMRS based on the “slow” timing capability #1 followed by a short allocation without an additional DMRS based on the “fast” timing capability #1.
· Note that the “slow” and “fast” timing capability refers to the values in the table below for the case where additional DMRS is configured and not configured, respectively.

Table 5.3-1: PDSCH processing time for PDSCH processing capability 1
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB 
or if the higher layer parameter is not configured 

	0
	8
	N1,0

	1
	10
	13

	2
	17
	20

	3
	20
	24



· Observation A: With the limitations captured under Example #1, eMBB and URLLC cannot be multiplexed on the same serving cell efficiently. In particular, assuming large packet sizes for eMBB, where more symbols are needed, and due to doppler, additional DMRS should be used, the timeline of URLLC with small packets will considerably be impacted. To allow for efficient operation, a better solution is to allow the processing times of the channels to be separately configured. 

· Example #2: In Rel. 15, in case a long type-A PDSCH without additional DMRS is followed by a type-B PDSCH, the minimum processing timing of the type-B channel is padded such that the effective N1 value for both channels is identical.

· Observation B: With the limitations captured under Example #2, the same conclusion as for observation #1 can be drawn. 

· Example #3: If processing capability #2 is supported by a UE and configured on a serving cell via the RRC parameter processingType2Enabled, all the channels should follow the same timeline. 

· Observation C: When timing capability #2 is configured for a cell, additional DMRS cannot be configured; hence, for long allocations, which are suitable for eMBB large packet sizes, the channel estimation will be impacted.

All the configuration limitations mentioned above are to avoid the pipelining issues at the UE side. The pipelining issue is explained in details in [2]. An example of the pipelining different tasks under Example #1 is illustrated below:
[image: ]
Figure 2: Illustration of processing pipelining at the UE under Example #1 for SCS = 30KHz.

As shown in Figure 2, the timelines and the configuration limitations of Rel. 15 NR are devised such that one processing block is used for processing one channel at a time, and all channels can meet their indicated timeline.
To summaize, the importance of allowing different timeline configurations is to let each channel follow the processing timeline that is appropriate for it; the short PDSCH/PUSCH should follow the faster timeline, e.g., the fast capability #1 or capability #2 which are more suitable for URLLC applications, while on the same serving cell, the long channel should be able to follow the slow timeline, e.g., the slow capability #1. 
Observation 2: From the operation point of view, if multiple processing timing capabilities are allowed on the same serving cell, the timeline for each channel can be set based on its allocation and its particular use case. On the same serving cell, URLLC can be scheduled to follow a fast timeline and eMBB can be scheduled to follow a slow timeline. 
In addition, and even more importantly, allowing for different timing capabilities to be used on the same serving cell will be crticial to some network deployments. As an example, consider a case that an operator has two CCs in a given band/band combinations. If one UE has to support different services efficiently, different services should be configured and scheduled on different cells; for example, for one UE, eMBB should be scheduled on one CC and URLLC on another CC. However, if different timeline capabilities are allowed to be mixed on the serving cell, the same UE can be enabled to support eMBB on both CCs and URLLC on both CCs without interrupting any of the services (This is feasible under Solution 3 and will be elaborated in the subsequent section.) 
Finally, it should be noted that a solution is needed to handle the case where two PDSCHs are overlapping; as mentioned in the preceding section, regardless of whether the timeline capabilities are the same or different, this is a scenario where the UE pipeline is impacted. Any solution that is adopted to handle this case can be used by the same UE to handle the out-of-order HARQ/PUSCH when the timeline capabilities are different. In other words, from the UE implementation point of view, allowing for different processing timeline has no additional burden to the UE; in fact, it can bring more scheduling flexibility to the network.
Observation 3: For a UE capable of handling the case where two PDSCHs, with the same timing capabilities, are overlapping, supporting a mixed of processing capabilities has no additional implementation burden. A solution adopted to address the former issue can be reused to handle the latter scenarios. 
To conclude, performing the out-of-order operation, while not allowing for mixing different timeline capabilities on the same serving cell does not achieve the main objective of the out-of-order operation. The main objective is to being able to schedule URLLC in an out-of-order fashion, while allowing it to have a fast processing timeline. Performing the out-of-order operation under the Rel. 15 limitations does not reduce the URLLC latency. In addition, since the case of overlapping PDSCHs should be handled by the UE, supporting a mixed of processing timelines on the same cell does not lead to any additional implementation complexity. 
Proposal 5: In Rel. 16 URLLC, channels with different timing capabilities should be allowed to be scheduled on the serving cell concurrently. 
Supporting Out-of-Order HARQ and Uplink Scheduling 
Considering the arguments made in the preceding section, and assuming different timing capabilities can be mixed on the same serving cell, this section compares solution 1-4 listed for supporting the out-of-order operation in Rel. 16 URLLC.
Solution 1: “The UE always processes the second PDSCH. The UE may or may not drop the processing of the first channel.”
· As discussed during the last meetings, one drawback of this scheme is that the processing of the low priority channel is left to the UE implementation, which means that the network operation cannot be made predictable. 
· The reason for leaving the processing of the low priority channel to the UE implementation is to avoid defining the “scheduling conditions” under which both channels can be processed (defining such constraints is a goal of solution 4-Alt2; the complication of such an approach will be discussed later in this section.) Instead, the UE should internally define these constraints. Hence, it is very probable that the UEs do not even try to continue the processing of the low priority channel as soon as the PDCCH of the high priority channel is detected. This will have an impact on the eMBB performance and should be avoided to the extent possible. 

Solution 2: “The UE processes both the first and second PDSCHs as a UE capability with no condition.”
· It should be first clarified that “under no condition” means “under no new conditions as compared to Rel. 15.” This essentially means that the timing configuration and limitation of NR Rel. 15 should be preserved (Some example of such limitations are given in the preceding section.) Now, keeping the same constraints as those of the Rel. 15, it should be possible to switch the order of HARQ-ACK reporting or PUSCH transmission. This is because from the UE perspective, the pipelining is still perfect, but the order of the HARQ-ACK reporting has been changed. Hence, besides accommodating for some additional memory to buffer the low priority HARQ-ACK or the low priority scheduled PUSCH, it seems that no additional consideration is needed. 
· However, if different processing timings are mixed on the same serving cell, as they should to achieve the core objective of the out-of-order operation, UE pipelining will be impacted. In such a case, there cannot be a capability defined to support the out-of-order operation that enforces the UE to process both the low and the high prioirity channels. This fact should be obvious from the following Rel. 15 UE behavior:
· For SCS = 30KHz, if the UE reports pdsch-ProcessingType2-Limited, then depending on the RB allocation, the timeline could be based on timing capability #1 or #2; if it happens that the a PDSCH has to follow capability #2, while the previous one has to follow capability #1, even though their HARQ-ACK transmissions are still in order in Rel. 15, perfect pipelining is not possible.
· In this example, the gap between the two PDSCHs is the minimum processing time needed to process the first PDSCH. This gap is inserted to ensure that the processing of the first PDSCH can be completed, before the processing of the second one is started. 
· To summarize, Solution 2 does not address the UE pipelining issue when different timing capabilities are allowed on the same serving cell. Further as mentioned before, given that the case of two overlapping PDSCHs should be handled by the UE in any case, adopting solution 2 means that the UE is capable of handling the out-of-order scheduling even with different processing time capabilities, but the network is not allowed to gain from the scheduling flexibility that it can bring. 

Observation 4: Given that the case of two overlapping PDSCHs is allowed, the UE should be able to handle the impact  on its processing pipeline. Adopting solution 2 for handling out-of-order scheduling therefore means that although the UE is capable of handling pipeline issues (caused by mixing different processing timelines), the network is not allowed to gain from the scheduling flexibility that it can bring.
Solution 3: “The UE processes both the first and second channels under some conditions, e.g. using the CA capability. The conditions are reported as a UE capability. If the conditions are not satisfied, the UE behavior is not defined.”
· Considering the “true” out-of-order scenario where channels with different processing timing capabilities can be mixed on the same serving cell, Solution 3 ensures that both the low and high priority channels are processed by the UE. 
· As captured in the description of the solution, the UE reports its capability for supporting the out-of-order operation under some conditions. The conditions can be defined as follows:
· The UE reports, e.g., per band of a band combination, the number of carriers that can be configured with low priority channels (e.g., channels associated with the timing capability #1) and the number of carriers that can be configured with the high priority channels (e.g., the channels associated with the timing capability #2) for the UE to be able to support the out-of-order operation. As an example, let us assume that in a given BoBC with 2 CCs, the UE reports that it can support 1 CC with timing capability #1 and 1 CC with timing capability #2. Then, the following configurations are possible:

· If the UE supports the CA capability: 
· CC0 with cap#1 and CC1 with cap#2 or
· CC0 with cap#1 and cap#2, where the PDSCHs can be out-of-order and all of them will be processed.
· If the UE does not support the CA capability:
· The UE can be configured with cap#1 and cap#2 on CC0 only. Again, all the low and high priority channels will be processed by the UE.

· It should also be highlighted that “If the conditions are not satisfied, the UE behavior is not defined” means that the configuration is not consistent with the UE capability reporting, which as always, is an error case. This does not mean that the scheduling flexibility of the gNB is restricted. In other words, there is no scheduling restriction defined under Solution 3. On the contrary, this solution allows the gNB to schedule channels with different processing timing capabilities on the same carrier, and still expect the UE to process all the scheduled channels.
· Here, just as an example, we used the cap#1 and cap#2 to define eMBB and URLLC. However, the high and low priority channels can be defined in other different ways too once more features are developed and finalized. 

Solution 4-Alt1: “The UE always drops the first PDSCH.”
· This solution tries to remove the operational ambiguity that can be caused under Solution 1, and to avoid the burden of defining the scheduling constraints suggested by Solution 4-Alt2. However, since the UE does not process the low priority channel, the eMBB performance will be degraded. 

Solution 4-Alt2: “Some scheduling conditions should be defined. If not satisfied, the UE drops the processing of the first channel.”
· This solution tries to address the main drawback of Solution 1 as explained above. However, defining the scheduling rules for deciding whether both channels should be processed or not is a challenging task and should be be avoided. The reason for this can be explained as follows: for a UE to be able to process both channels, perfect pipelining should be feasible. This depends on how much workload is put on the UE for processing of the low priority channel, and when the high priority PDSCH is received. As it should be clear, there is a dependency between the #RBs/TBS/#layers of the low priority channel and how early its processing can be completed. As an example, as the number of RBs is increased for the low priority channel, its processing takes a longer time; hence, the gap between the two channels should be longer. Such a dependency makes the task of defining the scheduling rules burdensome. 
· One viable constraint could be that once mixing the timing capabilities on the same carrier is allowed, to process both channels, the gap between the end of the low priority PDSCH and the first symbol of the high priority PDSCH should be at least equal to the minimum processing timeline of the low priority PDSCH. 
· This assumption means that to ensure both channels are processed and the performance of URLLC and eMBB is not impacted, either the scheduling of the high prioroity channel should be delayed or the performance of the lower priority service will be degraded; neither of the two impacts is desirable. 

Based on the discussions in this section, we make the following proposals and observations:
Proposal 6: For supporting the out-of-order operation, while allowing for different minimum processing timing capabilities on the same carrier, Solution 2 is not supported. 
Observation 4: Adopting solutions 1, 4-Alt1 and 4-Alt2 degrades the performance of the low priority channels. Such impacts can and should be avoided.
Observation 5: Solution 3 allows for an efficient multiplexing of channels/services requiring different minimum processing timing capabilities on the same serving cell. Under Solution 3, all channels are guaranteed to be processed, and there is no scheduling restriction imposed on the gNB. Finally, the support for out-of-order operation under Solution 3 is not dependent on the UE CA capability; both the CA capable and CA incapable UEs can support the out-of-order operation as a capability.
It should be noted that the same arguments made above hold true for out-of-order PUSCH scheduling (except when the two PUSCHs are overlapping.) Hence, we propose that:
Proposal 7: To support the out-of-order HARQ and uplink scheduling in Rel. 16, the UE indicates the number of CCs that can be supported for low priority channels and the number of CCs that can be supported for high priority channels. The channels associated with different priorities can be scheduled in an out-of-order fashion, but the channels of the same priorities should be kept in order. The UE processes both the low priority and the high priority channels without dropping except for the case that two PUSCHs are overlapping.
Uplink Power Control under Out-of-Order Operation
In Rel. 15 NR, the TPC accumulation for both PUSCH and PUCCH is formulated based on the fact that all the transmissions are in order. In particular, for each PUCCH/PUSCH power control adjustment state, there is only a single accumulator. An example is shown in Figure 1 below:



Figure 3: An example of in-order PUSCH scheduling.
For the example given in Figure 1, the PUSCH power control adjustment state for active uplink BWP b of carrier f of serving cell c is given as:
· f_b,f,c (A,l) = TPC_A
· f_b,f,c (B,l) = f_b,f,c (A,l) + TPC_B
· f_b,f,c (C,l) = f_b,f,c (B,l) + TPC_C.

As can be seen from these equations, at each occasion, there is only one adjustment state to track. Once a new TPC (either via a UE-specific DCI or a group-specific DCI) is received, the adjustment state is updated, and only the new state is used for the future updates. 
However, if the transmissions are out of order, the Rel. 15 equations do not work. An example of TPC accumulation with out-of-order PUSCH scheduling is depicted in Figure 2 below:


Figure 4: An example of out-of-order PUSCH scheduling.
In this example, PUSCH B and C are out of order; PUSCH C is of high priority, and could not tolerate a long scheduling latency. If the TPC accumulation of NR Rel. 15 is followed, the adjustment states at different occasions are given as follows:
· f_b,f,c (A,l) = TPC_A
· f_b,f,c (B,l) = f_b,f,c (A,l) + TPC_B
· f_b,f,c (C,l) = f_b,f,c (A,l) + TPC_C.
· f_b,f,c (D,l) = f_b,f,c (B,l) + TPC_C + TPC_D.

As can be observed from these equations, there are two main issues with this approach: (1) There are multiple accumulators running in parallel for a given adjustment state, and (2) some TPC commands are double counted. 
Considering the fact that channles of different priorities essentially have diverse latency and reliability requirements, it is reasonable to keep their uplink power update separate. This can be done by explicitly indicating the priority of the channels at the physical layer and to ensure that out-of-order HARQ and PUSCH scheduling is limited across channels of different priorities. Then, within each priority, the transmissions are all in-order, and the Rel. 15 NR TPC accumulation formulations can directly be used.
Proposal 8: The TPC accumulation of NR Rel. 15 is performed across the channels of the same priority separately, where the channel priority is given by a physical layer indication.
[bookmark: _Ref450583331]Conclusion
Proposal 1: The out-of-order PDCCH to PDSCH is only supported for transmission of different TBs.
Proposal 2: A UE only expects a maximum of one out-of-order PDCCH-to-PDSCH flow on the active BWP of a given serving cell, i.e., only up to two overlapping PDSCHs are expected by the UE.
Observation 1: Regardless of whether the minimum processing timing capabilities are the same or different across two overlapping PDSCHs, the case of PDSCH collision is an example of out-of-order scheduling with an impact on UE processing pipeline.
Proposal 3: To enable the UE to process all PDSCHs without dropping, the priority of PDSCHs are indicated at the PHY layer. Only PDSCHs of different priorities can be allowed to be overlapping, i.e., within the same priority, PDSCHs are all in order. 
Proposal 4: To enable the UE to process all PDSCHs without dropping, the UE indicates the number of CCs that can be supported for low priority PDSCHs and the number of CCs that can be supported for high priority PDSCHs as a capability. 
Observation 2: From the operation point of view, if multiple processing timing capabilities are allowed on the same serving cell, the timeline for each channel can be set based on its allocation and its particular use case. On the same serving cell, URLLC can be scheduled to follow a fast timeline and eMBB can be scheduled to follow a slow timeline. 
Observation 3: For a UE capable of handling the case where two PDSCHs, with the same timing capabilities, are overlapping, supporting a mixed of processing capabilities has no additional implementation burden. A solution adopted to address the former issue can be reused to handle the latter scenarios. 
Proposal 5: In Rel. 16 URLLC, channels with different timing capabilities should be allowed to be scheduled on the serving cell concurrently. 
[bookmark: _GoBack]Observation 4: Given that the case of two overlapping PDSCHs is allowed, the UE should be able to handle the impact  on its processing pipeline. Adopting solution 2 for handling out-of-order scheduling therefore means that although the UE is capable of handling pipeline issues (caused by mixing different processing timelines), the network is not allowed to gain from the scheduling flexibility that it can bring.
Proposal 6: For supporting the out-of-order operation, while allowing for different minimum processing timing capabilities on the same carrier, Solution 2 is not supported. 
Observation 4: Adopting solutions 1, 4-Alt1 and 4-Alt2 degrades the performance of the low priority channels. Such impacts can and should be avoided.
Observation 5: Solution 3 allows for an efficient multiplexing of channels/services requiring different minimum processing timing capabilities on the same serving cell. Under Solution 3, all channels are guaranteed to be processed, and there is no scheduling restriction imposed on the gNB. Finally, the support for out-of-order operation under Solution 3 is not dependent on the UE CA capability; both the CA capable and CA incapable UEs can support the out-of-order operation as a capability.
Proposal 7: To support the out-of-order HARQ and uplink scheduling in Rel. 16, the UE indicates the number of CCs that can be supported for low priority channels and the number of CCs that can be supported for high priority channels. The channels associated with different priorities can be scheduled in an out-of-order fashion, but the channels of the same priorities should be kept in order. The UE processes both the low priority and the high priority channels without dropping except for the case that two PUSCHs are overlapping.
Proposal 8: The TPC accumulation of NR Rel. 15 is performed across the channels of the same priority separately, where the channel priority is given by a physical layer indication.
Reference
[bookmark: OLE_LINK3][1] RP-190726, “New WID: Physical Layer Enhancements for NR Ultra-Reliable and Low Latency Communication (URLLC),” Huawei, Mar, 2019, Shenzhen China
[2] R1-1907925, “Summary #3 of email discussion regarding the out-of-order HARQ issue,” Qualcomm
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