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1	Introduction
RAN#80 approved a new SI on solutions evaluation for NR to support Non-Terrestrial Network. The latest version of the SID is given in [1]. One RAN1 objective is to make retransmission mechanisms at the physical layer more delay-tolerant as appropriate. The following agreements were made at RAN1#97. 
RAN1#97
Agreement:
Network disabling of HARQ via RRC configuration should be supported. 
· FFS: Dynamic disabling of HARQ by gNB.

Agreement:
Evaluate impact of Satellite RTT when HARQ is enabled and potential solutions if needed.
· At least the following aspects should be considered if the number of HARQ processes is > 16:
· DCI size
· HARQ soft buffer size



[bookmark: _GoBack]In this contribution, we continue discussing the issues on more delay-tolerant re-transmission mechanisms for NTN. Our views on scheduling timing relationship including HARQ-ACK timing are discussed in [2]. 
2 Discussion
2.1	Dynamic disabling of HARQ
Dynamic disabling of HARQ by gNB is for further study. Note that the same issue is being discussed in RAN2. The aspects discussed in RAN2 include 
· the criteria might be considered by the network for enabling / disabling of HARQ feedback
· signaling of enabling / disabling uplink HARQ feedback including both semi-static RRC configuration and dynamic indication 
· the configuration basis, i.e., per cell, per UE, per HARQ process, per Logical Channel, or per packet basis
Given RAN2 is extensively discussing these aspects, we propose that RAN1 can wait for further progresses in RAN2 to avoid parallel discussion that may result in conflicting decisions among working groups.
[bookmark: _Toc16841871]RAN1 to wait for further progresses in RAN2 about dynamic disabling of HARQ by gNB.
2.2	Transmission reliability of disabled HARQ processes
Regardless of whether the HARQ processes can be dynamically enabled/disabled, the issue regarding the transmission reliability of disabled HARQ processes should be addressed, since it is agreed that network enabling/disabling of HARQ via RRC configuration should be supported.
Disabling HARQ feedback may increase the residual Block Error Rate (BLER) since retransmissions based on HARQ feedback are not possible anymore. For robustness and to minimize the need of RLC AM retransmission, the BLER target of the first transmission should be reduced. If the feedback is disabled for some HARQ processes but not for the others, it is not desirable to apply the same configuration. For example, for a HARQ process working as is today, the BLER target should remain the same (e.g. 10%), while for a HARQ process with feedback disabled, the BLER target should be lower (e.g. 1%).
The existing Rel-15 NR functionality should be used as the baseline for achieving lower BLER target. As an example, the existing Rel-15 methods include 
· selection of more conservative Modulation Coding Schemes
· use of a different MCS table
· use of higher power
· use of a higher aggregation factor
The effectiveness of these methods should be evaluated by RAN1 through link and system level simulations before new methods for achieving robust link level performance with HARQ disabled are considered. 
[bookmark: _Toc16841872]If the feedback is disabled for some HARQ processes but not for the others, different transmission configurations should be applied.
[bookmark: _Toc16841873]The existing Rel-15 NR functionality should be used as the baseline for achieving lower BLER target. RAN1 to evaluate the effectiveness of the Rel-15 methods for achieving lower BLER target before any new methods are considered.
2.4	Impact of Satellite RTT when HARQ is enabled
The NTN propagation delay can be considerably higher than that in terrestrial networks. The existing HARQ mechanism may not be an efficient tool for providing fast feedback when the propagation delay is much larger than that supported by the allowed number of HARQ processes. For example, consider the scenario where NR is used for satellite communications. For the bent-pipe GEO case, the RTT propagation delay can be around 500 ms. With 16 HARQ processes, the gNB needs to wait for around 500 ms before sending new data. This translates to benefitting from only a meager fraction (16/500 or 3.2%) of the available peak throughput. For the bent-pipe LEO (at 1500 km altitude), the relatively smaller RTT propagation delay of around 50 ms results in a throughput utilization of 32%. Without a sufficient number of HARQ processes, the sheer magnitude of the propagation delay may render closed-loop HARQ communication impractical.
While HARQ may not facilitate high data rates, it may still serve as a tool for providing reliability and coverage. For example, HARQ does facilitate high receiver processing gains thanks to soft-combining of retransmissions. For this reason, it may be beneficial to support HARQ for signaling and for short transmissions where coverage may be of higher importance than data rates.

[bookmark: _Toc16841864]Satellite RTT may result in throughput loss when HARQ is enabled and the number of HARQ processes is not sufficient to absorb the RTT.
[bookmark: _Toc16841865]Enabling HARQ is beneficial for providing reliability and coverage and is desirable for signaling and for short transmissions where coverage may be of higher importance than data rates.
2.5	Impact of extending the number of HARQ processes on DCI and soft buffer
The number of HARQ processes supported by the existing HARQ protocol is not sufficient to absorb the potentially large propagation delays in non-terrestrial networks. This can be addressed by increasing the number of HARQ processes to match the propagation delay. But there are several impacts including DCI and soft buffer.
The HARQ process ID field in DCI would need to be large enough to accommodate the maximum number of HARQ processes. 
· In fallback DCI 0_0/1_0, the HARQ process ID field has a fixed number of 4 bits. Note that fallback DCI is generally not configurable. For backward compatibility, the HARQ process ID field in fallback DCI 0_0/1_0 should not be extended to accommodate more than 16 HARQ processes. 
· In non-fallback DCI 0_1/1_1, the HARQ process ID field also has a fixed number of 4 bits. Non-fallback DCI is generally configurable and thus there is a possibility to extend the DCI to support more than 16 HARQ processes. The required number of DCI bits will depend on to what extent the number of HARQ processes is increased.
As far as soft buffer is concerned, soft buffer size may not necessarily have a linear relationship to the number of HARQ processes. There are several solutions for managing the buffer size to meet the peak rate under the required number of HARQ processes, for which there are various tradeoffs in energy efficiency, latency, and hardware complexity. Details of soft buffer dimensioning are up to UE implementation. That is, no soft buffer size table is defined in RAN1/RAN2 specifications. The only requirement to UE is to pass RAN4 test cases.

[bookmark: _Toc16841866]For backward compatibility, the HARQ process ID field in fallback DCI 0_0/1_0 should not be extended to accommodate more than 16 HARQ processes.
[bookmark: _Toc16841867]Non-fallback DCI is generally configurable and thus there is a possibility to extend the DCI to support more than 16 HARQ processes.
[bookmark: _Toc16841868]Soft buffer size may not necessarily have a linear relationship to the number of HARQ processes. Details of soft buffer dimensioning are up to UE implementation.
2.6	Additional factors to consider for extending the number of HARQ processes
The main motivation of extending the number of HARQ processes in NTN to accommodate for larger delays, however there are differences on the performance requirements under these larger delays. It should be noted that the theoretical highest throughput that an NR UE can support, which typically corresponds to the configuration involving the largest bandwidth, maximum resource allocation, highest MCS with maximum MIMO layers, may not be applicable to NTN.
[bookmark: _Toc16841869]The theoretical highest throughput that an NR UE can support, which typically corresponds to the configuration involving the largest bandwidth, maximum resource allocation, highest MCS with maximum MIMO layers, may not be applicable to NTN.
In NR Rel-15, limited buffer rate matching (LBRM) is supported to limit the buffer corresponding to a largest downlink TBS coded at rate R = 2/3. Table 1 shows the TBSLBRM, number of codeblocks (C) and Nref for different number of scheduled PRBs.
Table 1. TBSLBRM, number of codeblocks (C) and Nref for different number of scheduled PRBs
[bookmark: _Toc16846260][image: ]
In NTN scenarios, however, the number of layers is mostly limited to 1 (i.e., no spatial multiplexing). Furthermore, the applicable highest MCS may also be limited depending on the scenario. We next present the maximum TBS sizes, the corresponding number of codewords and Nref for NTN scenarios. Tables 2 and 3 provide the numbers for the case when the maximum modulation order is limited to 16-QAM and 64-QAM respectively. From these results, it is observed that the maximum TBS in NTN scenarios are 5-20 times smaller when compared to the corresponding TBSLBRM for a given number of scheduled PRBs. Hence, we propose to take into account the small maximum TBSs associated with NTN scenarios when deciding whether or not to increase the number of HARQ processes.
Table 2. Maximum TBS, number of codeblocks and Nref for different number of scheduled PRBs in NTN scenarios assuming a maximum modulation order of 16-QAM
[bookmark: _Toc16846264][image: ]
Table 3. Maximum TBS size, number of codeblocks and Nref for different number of scheduled PRBs in NTN scenarios assuming a maximum modulation order of 64-QAM
[bookmark: _Toc16846266][image: ]
[bookmark: _Toc16841870]The maximum TBS sizes in NTN scenarios are 5-20 times smaller when compared to the corresponding TBSLBRM for a given number of scheduled PRBs.
[bookmark: _Toc16841874]Take into account the small maximum TBS sizes associated with NTN scenarios when deciding whether or not to increase the number of HARQ processes.
Conclusion
In the previous sections, we discuss issues related to delay-tolerant retransmission mechanisms in NTN. We made the following observations: 
Observation 1	Satellite RTT may result in throughput loss when HARQ is enabled and the number of HARQ processes is not sufficient to absorb the RTT.
Observation 2	Enabling HARQ is beneficial for providing reliability and coverage and is desirable for signaling and for short transmissions where coverage may be of higher importance than data rates.
Observation 3	For backward compatibility, the HARQ process ID field in fallback DCI 0_0/1_0 should not be extended to accommodate more than 16 HARQ processes.
Observation 4	Non-fallback DCI is generally configurable and thus there is a possibility to extend the DCI to support more than 16 HARQ processes.
Observation 5	Soft buffer size may not necessarily have a linear relationship to the number of HARQ processes. Details of soft buffer dimensioning are up to UE implementation.
Observation 6	The theoretical highest throughput that an NR UE can support, which typically corresponds to the configuration involving the largest bandwidth, maximum resource allocation, highest MCS with maximum MIMO layers, may not be applicable to NTN.
Observation 7	The maximum TBS sizes in NTN scenarios are 5-20 times smaller when compared to the corresponding TBSLBRM for a given number of scheduled PRBs.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN1 to wait for further progresses in RAN2 about dynamic disabling of HARQ by gNB.
Proposal 2	If the feedback is disabled for some HARQ processes but not for the others, different transmission configurations should be applied.
Proposal 3	The existing Rel-15 NR functionality should be used as the baseline for achieving lower BLER target. RAN1 to evaluate the effectiveness of the Rel-15 methods for achieving lower BLER target before any new methods are considered.
Proposal 4	Take into account the small maximum TBS sizes associated with NTN scenarios when deciding whether or not to increase the number of HARQ processes.
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