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Introduction
At the RAN#83 meeting, the work item on NR V2X was approved [1] with one of the objectives to enable congestion control and QoS management:
	· Congestion control [RAN1, RAN2]
· Specify support for QoS management [RAN2, RAN3, RAN1]


This contribution is a revision of our submission from the previous meeting, where we continue discussion on congestion control and QoS management for NR V2X sidelink communication based on RAN1 agreements made during the study item phase (provided in Annex A for convenience). Our views on other NR-V2X aspects are provided in companion contributions [2]-[8].
eV2X QoS Support for NR PC5 Interface
NR PC5 QoS Support for eV2X – Physical Layer Aspects
In this subsection, we discuss QoS support for eV2X and its impact on physical layer aspects. In particular, we discuss resource type, priority, packet delay budget, packet error rate, averaging window and maximum data burst volume.

Resource Type
Resource type indicates whether guaranteed bit rate (GBR), delay critical GBR or non-GBR traffic can be supported. The eV2X traffic is typically either delay-critical GBR or GBR. The guarantee of certain bit rate can be feasible from TX perspective if there is no resource constraints or medium congestion. From physical layer perspective the resource type considerations may affect UE behavior in terms of resource reservation, resource selection and channel access procedures. Another possible consideration here is potential switching between resources or operating mode, e.g. gNB controlled and UE autonomous resource selection mode in case of medium congestion.

Priority Level
At the previous RAN1 WG meeting it was agreed that priority is relevant to physical layer studies. Priority indication can be used for the purpose of resource pre-emption, transmission pre-emption (packet drop), and admission control mechanism at PC5 radio-layers. The priority level can also affect UE behaviour in terms of channel selection and channel access procedures where for example different procedures or configurations can be used to determine UE behaviour for resource selection or sensing. For instance, sidelink transmissions with different priority levels may have different channel access granularity (opportunities) providing more favourable radio-access conditions to higher priority transmissions. Another priority-specific examples are radio-layer procedures for pre-emption of low priority transmissions or resource reservation options (e.g. possibility to reserve/occupy more resources). In summary, the priority indication can be used to handle intra-UE and inter-UE traffic conflicts by providing more favoured radio-layer conditions to higher priority traffic.


Priority information is used to handle intra and inter UE sidelink transmission
Priority information is signaled over the air and utilized in channel access and resource exclusion/selection procedures

Packet Delay Budget
At the previous RAN1 WG meeting, RAN1 made the following agreement 
	· Resource selection window is defined as a time interval where a UE selects sidelink resources for transmission
· The resource selection window starts T1 ≥ 0 after a resource (re-)selection trigger and is bounded by at least a remaining packet delay budget



In addition to control of scheduling/and resource selection windows [], PDB can be used to determine channel access parameters or transmission configurations (e.g. number of retransmissions or resource specific configurations). The PDB in combination with PER metrics can affect UE decisions in terms of amount and structure of resources to be used for transmission in order to control the level of reliability as well as e.g. settings of radio-layer feedback mechanism if latter are defined/utilized.


Latency budget information can be used in channel access procedures (e.g. control of T1 settings based on priority, PDB and resource selection processing delay processing time)

Packet Error Rate (Reliability)
From L1 perspective, the PER mainly affects radio-link adaptation procedures and resource selection mechanisms. For eV2X use cases sophisticated link level adaption based on CSI is problematic due to mobility and fast channel variation. On the other hand, the intelligent channel access and resource selection procedures are important to avoid collisions and thus improve link and system PER performance in non-heavily congested scenarios.
Reliability information can be used to derive number of retransmissions, MCS level / transmission format for sidelink shared and control channel as well as to guide resource selection decisions and transmit power decisions (e.g. to ensure minimum energy per information bit). If this information is given to radio-layers it may be possible to set minimum bounds on certain transmission parameters such as for example minimum radiated energy per information bit and/or effective code rate or directly guide UE behaviour in terms of TX parameter selection.
In case of congestion control, UE will be enforced to follow predefined constraints in terms of TX parameter selection but those will impose upper boundaries on resources and low boundaries on MCS levels that UE is not supposed to violate. On the other hand in case if there is no congestion it is better to leave selection of TX parameters up to UE implementation to support given level of reliability. On the other hand if it needs to be guaranteed that certain V2X services should comply with predefined radio-range then some minimum bounds on values for certain transmission parameters can be predefined. 

Averaging Window
Averaging window represents the duration over which the guaranteed bit rate is evaluated. It is applicable only to guaranteed bit rate flows.

Maximum Data Burst Volume
The MDBV denotes the largest amount of data to serve within PDB. The MDBV normalized by PDB gives an estimate of the data rate that has to be achieved at PDB time interval and thus together these two metrics can reflect the maximum average data rate over PDB interval. The knowledge of data rate is important for selection of the specific transmission scheme and transmission resources.
In radio-layers, for proper reservation of resources it is desirable to know the variation of packet size and packet arrival rate/statistics. This information may be in general obtained by UE implementation or provided by upper layers. The indication if it can be provided by upper layer is a preferable way.

Considerations on gNB-Controlled and UE-Autonomous Mode
In case of UE-autonomous mode, when UE selects sidelink resources autonomously QoS attributes will guide UE transmission behaviour in terms of channel access, sensing and resource selection, congestion control procedures, etc. In general, specific details of many procedures may be left up to UE implementation.
In case when sidelink resources are controlled by gNB, UE may need to inform gNB on sidelink traffic QoS indicators and provide traffic assistance information, so that gNB can properly schedule sidelink transmissions and allocate sidelink resources for transmission. The related agreement was made by RAN2 WG at the previous meeting “RAN2 assumes that a UE can provide network with QoS related information and will check if the AS-level information can be agreed and the details after some progress in RAN2, SA2 and RAN1”. Considering this agreement we have following proposal


At least the notion of traffic priority, latency and reliability information are reported to gNB
FFS signaling details

Congestion and QoS Control Considerations
For eV2X use cases, it is important to support QoS management (control/adaptation) as well as congestion control. In general, both QoS and congestion control are not physical layer procedures but have implications on physical layer design. In addition, it is important to identify proper relationship between two mechanisms (QoS and congestion control), given that they can be dependent on each other or considered as a single mechanism.
Congestion Control Considerations
Congestion control puts constraints on UE transmitter behavior. UE can be constrained in terms of amount of resources that can be used for transmission within a given period of time. Other UE TX parameters can be also constrained. The congestion control itself can be a QoS aware or unaware and can be implemented at radio- or application layers. For NR-V2X the QoS aware congestion control should be supported and at least priority can be used to properly settle TX parameters. As for latency, reliability and communication range in general congestion control can be used to prioritize low latency, high reliability and short range services. 
Depending on medium congestion at radio-layers, the given levels of QoS may not be satisfied. Therefore cross-layer mechanisms with QoS adaptation are important for eV2X services.


NR-V2X supports QoS-aware congestion control at radio-layers and V2X application layers
It is configurable whether congestion control logic at radio-layers or V2X application layers is enabled
NR-V2X utilizes results of sensing procedure and sidelink measurements to facilitate congestion control
NR-V2X congestion control utilizes at least priority as a QoS attribute
FFS latency, reliability, range

Congestion control for unicast, groupcast and broadcast
One of the open aspects for congestion control is whether to handle differently unicast, groupcast and broadcast communication types. In general, NR-V2X traffic should target certain QoS level and how it is achieved should not be dependent on the communication type. Therefore congestion control should be QoS aware and should not be dependent on type of communication, i.e. unicast, groupcast or broadcast communication type. From that perspective, congestion control should not consider how many PSFCH transmissions was used by UE, and treat all PSCCH/PSSCH transmissions in a common way independently of whether those transmissions were used for unicast, groupcast or broadcast.
On the other hand congestion control may put restrictions on certain aspects of sidelink communication and transmitting UE behavior specifically for given communication type. For instance, considering unicast link, congestion control may put restrictions on the use of, or periodicity of CSI report as well as impose common constraints on unicast sidelink power control, etc. Finally congestion control may enforce UE to use broadcast communication for delivery of unicast or groupcast messages. 


NR-V2X congestion control function monitors amount of resources consumed by UE over a (pre)-configured time interval
NR-V2X congestion control does not differentiate amount of resources consumed by UE for different communication types (i.e. unicast, groupcast, broadcast)
How many resources to use for unicast, groupcast or broadcast communication is left up to UE implementation, subject to total resource constraints imposed by congestion metric
NR-V2X congestion control settings depend on sidelink transmission priority (i.e. TX parameters depend on transmission priority)
NR V2X congestion control puts constraints on ranges of MCS, TX power, number of sub-channels and number of (re)-transmissions that can be used by UE depending on congestion metric

Congestion Control Implementation Details
RAN1 agreed to support at least CBR metric for congestion control. The definition and usage of other metrics are still under discussion. In this section, we provide our views on metrics used by congestion control and congestion control implementation details.
Channel Occupancy Ratio (CR) parameter
LTE V2X sidelink congestion control is considered as the starting point for NR sidelink congestion control definition. In LTE-V2X,  channel occupancy ratio has been defined to characterize channel utilization ratio. This parameter, will be also needed for NR-V2X, although its definition may change. 

Define Channel Occupancy Ratio (CR) for NR-V2X congestion control as a metric that indicate channel utilization by TX UE during predefined time interval
The LTE V2X communication was optimized to support periodic traffic. For periodic traffic, future resource allocation may be predicted that was reflected in CR definition in LTE specification. According to TS 36.214, CR is evaluated over sub-channels allocated within a set of 1000 subframes (one second). This window may be allocated to cover potential transmissions in future subframes.
The aperiodic traffic targeted by NR V2X design on top of periodic one is not easy to predict and, hence, CR calculation window definition should also be modified for this traffic. In general, it is possible to measure average intensity of the traffic and still have a window allocated for potential future transmission. However, UE may have inaccurate guess/provisions and therefore it is better to position the window in the past. In this case, CR calculation window should not include resources allocated in future. 
CR metric for periodic and aperiodic traffic has different statistics. For periodic traffic the measured channel occupancy is almost the same at any estimation time moment, while for aperiodic traffic the estimated CR value has large variation even for CR evaluation window of one second duration as it is shown in Figure 1. 
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[bookmark: _Ref16878079]Figure 1: Periodic and aperiodic traffic estimated CR parameter


CR evaluation window for aperiodic traffic should only include resources in the past
In case of traffic mixture, the CR metric may be calculated in different ways:
Alternative 1. CR metric is evaluated for sum of periodic and aperiodic traffic 
· In this case the CR metric should be compared with the single CRLimit value which indicates the upper bound of the proportion of utilized resources for both traffics. In case of mixed traffic types at the TX UE, the bursty aperiodic traffic transmission may activate congestion control for periodic traffic. 
Alternative 2. CR metric is separately evaluated for periodic and aperiodic traffics
· In this case, the separate CR metrics are evaluated for each traffic type, i.e. CRPeriodic and CRAperiodic . Different resource occupancy management strategies may be used for periodic and aperiodic traffics. For example, for aperiodic traffic, the drop of transmission opportunity could be used to control channel utilization, while for periodic traffic it could be decided to limit the number of allocated TTIs to preserve transport block transmissions and simultaneously achieve target limit.


Separately evaluate CR metric and CR limits for periodic and aperiodic traffic 

CBR metric
Similarly to the LTE, the CBR metric should be evaluated by each node over resources in CBR measurement window. The problem of CBR measurement window definition incorporates the following aspects that should be considered in window size definition:
CBR quantization. The minimum CBR quanta is defined as ΔCBR=1/(NT*NF) where NT and NF is a number of time and frequency resources in CBR measurement window.
CBR variations. Small CBR measurement window increases deviation in CBR measurements observed by each UE and CBR oscillations around steady state. Large CBR measurement window may results in long adaptation time towards steady state.

Based on the discussions above, the specified in LTE 100ms CBR window could be a good starting point for CBR window definition.


Use 100 ms CBR window as a starting point for CBR window definition

At the previous meeting it was discussed, whether separate CBR measurements are needed for the PSFCH and PSCCH channels. We propose not to perform CBR measurements at the PSCCH / PSFCH resources.


Do not define CBR measurements for PSCCH and PSFCH resources

Congestion Measurements 
In our companion contribution on resource allocation, we introduced term scheduling window [4]. In our view, scheduling window duration may be a function of congestion control. For instance if medium is not congested the scheduling window duration may be reduced. Oppositely, in case of high medium congestion, scheduling windows duration may be increased.


CBR measurements are used to adapt scheduling window duration for PSCCH/PSSCH transmissions 

QoS Control Considerations
The QoS control may have multiple meanings. In this contribution, by QoS control we assume internal to UE function (i.e. intra-UE function). The main purpose of this function is to ensure that incoming traffic is delivered respecting its QoS attributes. In case of system congestion, it can be viewed as a packet filtering problem based on QoS attributes, i.e. this function can decide which incoming data should be passed to low layers for further processing. The QoS control is typically not a L1 problem, unless some low layer mechanism such as for example preemption is defined and affects L1 procedures. For QoS control under resource constraints, the pre-defined rules need to be configured in order to guide packet filtering and scheduling. In general, these rules can be left to UE implementation, however for mission critical services like eV2X certain standardization is needed.
eV2X traffic is characterized by combination of QoS attributes including priority, latency, reliability, etc. In case of resource constraints, some common rules may need to be defined in order to schedule given packet. For instance, UE behavior in handling of the packets with different priority, latency or reliability, etc. needs to be discussed. In particular, it should be defined how to handle packet with low latency and low reliability with respect to packet with higher latency and higher reliability. One possible way to handle this is to define global logical transmission priority value that can be a function of packet priority, latency, reliability, V2X service ID, range, etc. Ideally, this function should be also dependent on radio-layer conditions/characteristics. However, it is clear that this function is multi-dimensional and too complex for analysis. The alternative approach is to assign certain priority value to each QoS attribute. For instance, the highest priority can be given to QoS priority attribute, then to QoS latency attribute and then reliability or communication range attribute. One way to formulate it, is to assign priority order for handling packets with different QoS attribute:
Priority ≥ Latency ≥ Reliability ≥ Range (if agreed)
Priority order of QoS attribute above indicates that UE should prioritize transmission with higher priority, then lower latency followed by higher reliability and finally range respectively. The specific rule for QoS attribute prioritization can be configured by network. On top of priority order UE may be preconfigured whether to first handle packets with high or low latency remaining PDB, high or low reliability, long or short communication range, etc. In addition, UE may take into account congestion control constraints or radio-conditions and if QoS attribute is not satisfied UE may report status to upper layers for QoS adaptation purposes. In case if it is realized that certain attribute cannot be met UE may start handling another one in priority order. 


Consider QoS control as internal to UE procedure in case of system congestion (lack of resources) or traffic overload
Further discuss benefits of defining order for handling various NR V2X QoS attributes in QoS control logic or use predefined mapping function depending on packet priority, latency, reliability, V2X service ID, range to determine order for sidelink transmission

QoS Impact On Sidelink Physical Layer Aspects
In this section, we summarize our views on how priority, latency, reliability, minimum required communication range (if agreed) can be used in physical layer aspects of resource allocation, congestion control, in-device coexistence and power control. We would like to note that power control here is discussed for completeness (considering made RAN1 agreement). In our view, PC can be considered as a part of other mechanisms, including resource allocation, congestion control and in-device coexistence.
Table 1: Impact of QoS attributes on resource allocation, congestion control, in-device coexistence and power control
	
	Resource allocation
	Congestion control
	In-device coexistence logic
	Power Control

	Priority
	Sidelink sensing, scheduling and resource selection, 
	Prioritization of packets for transmission based on priority, Constraints on L1 TX parameters
	RAT prioritization / preemption for TX/RX in case of inter-RAT conflicts
	Higher TX power to higher priority transmissions

	Latency
	Sidelink scheduling and resource selection
	Prioritization of packets for transmission based on latency
	No
	No

	Reliability
	Sidelink scheduling, sensing and resource selection aspects
	Prioritization of packets for transmissions based on reliability
	RAT prioritization / preemption for TX/RX in case of inter-RAT conflicts
	Higher TX power to higher reliability transmission

	Communication Range (if agreed)
	Sidelink scheduling aspects
	Prioritization of packets for transmissions based on range
	No
	Higher TX power to longer range transmission


Note: In order to fill in data for given QoS attribute (each row in the table), we assume that other QoS parameters have the same settings (i.e. no inter-dependency among QoS attributes is considered)

Conclusions
In this contribution, we have analyzed handling of QoS for NR Uu and PC5 links for eV2X services from physical layer perspective. Based on analysis we have following proposals:

Proposal 1: 
Priority information is used to handle intra and inter UE sidelink transmission
Priority information is signaled over the air and utilized in channel access and resource exclusion/selection procedures
Proposal 2: 
Latency budget information can be used in channel access procedures (e.g. control of T1 settings based on priority, PDB and resource selection processing delay processing time)
Proposal 3: 
At least the notion of traffic priority, latency and reliability information are reported to gNB
FFS signaling details
Proposal 4: 
NR-V2X supports QoS-aware congestion control at radio-layers and V2X application layers
It is configurable whether congestion control logic at radio-layers or V2X application layers is enabled
NR-V2X utilizes results of sensing procedure and sidelink measurements to facilitate congestion control
NR-V2X congestion control utilizes at least priority as a QoS attribute
FFS latency, reliability, range
Proposal 5: 
NR-V2X congestion control function monitors amount of resources consumed by UE over a (pre)-configured time interval
NR-V2X congestion control does not differentiate amount of resources consumed by UE for different communication types (i.e. unicast, groupcast, broadcast)
How many resources to use for unicast, groupcast or broadcast communication is left up to UE implementation, subject to total resource constraints imposed by congestion metric
NR-V2X congestion control settings depend on sidelink transmission priority (i.e. TX parameters depend on transmission priority)
NR V2X congestion control puts constraints on ranges of MCS, TX power, number of sub-channels and number of (re)-transmissions that can be used by UE depending on congestion metric
Proposal 6: 
Define Channel Occupancy Ratio (CR) for NR-V2X congestion control as a metric that indicated channel utilization by TX UE during predefined time interval
Proposal 7: 
CR evaluation window for aperiodic traffic should only include resources in the past
Proposal 8: 
Separately evaluate CR metric and CR limits for periodic and aperiodic traffic 
Proposal 9: 
Use 100 ms CBR window as a starting point for CBR window definition
Proposal 10: 
Do not define CBR measurements for PSCCH and PSFCH resources
Proposal 11: 
CBR measurements are used to adapt scheduling window duration for PSCCH/PSSCH transmissions 
Proposal 12: 
Consider QoS control as internal to UE procedure in case of system congestion (lack of resources) or traffic overload
Further discuss benefits of defining order for handling various NR V2X QoS attributes in QoS control logic or use predefined mapping function depending on packet priority, latency, reliability, V2X service ID, range to determine order for sidelink transmission
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Annex A – List of RAN1 WG Agreements on NR V2X QoS
At the previous RAN1 WG meetings, the following agreements were made on QoS and congestion control for NR-V2X work:
	RAN1#94 Agreements
· From RAN1 perspective, at least the following QoS-related parameters relevant to physical layer studies are considered:
· Priority, Latency, Reliability
RAN1#94bis Agreements
· RAN1 studies further how to use 
· priority, 
· latency,
· reliability,
· minimum required communication range (as defined by higher layers) if agreed to use
in the physical layer aspects of at least
· resource allocation and 
· congestion control and 
· resolution of in-device coexistence issues and 
· power control

RAN1#95 Outcome
· Selection of QoS model (QoS Flow or per-packet QoS) for the NR V2X sidelink is outside the scope of RAN1

RAN1 AdHoc - 1901
· Introduce at least one congestion metric for NR sidelink
· FFS details – to be done in WI phase (if included)
· Congestion control is supported at least for sidelink mode 2
· Note: details of congestion control can be covered in the work item phase, not in this SI.

RAN1#96 Outcome
· It is deemed beneficial to report Sidelink Congestion Metrics(s) to a gNB
· Consequently, it is recommended to specify the corresponding details in the WI phase

RAN1#96bis Outcome
· Support at least NR CBR as congestion metric for NR sidelink congestion control
LTE CBR is the baseline for defining NR CBR

RAN1#97 Agreements
· LTE V2X sidelink congestion control is the starting point for defining NR sidelink congestion control.
· Higher-layer reporting of CBR to the gNB is supported for RRC_CONNECTED UEs.






10/11
image1.emf
2 3 4 5 6 7 8 9 10 11 12

CR

10

-3

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C

D

F

Distribution of the CR Measurement at the Time of Tx Resource

Aperiodic

Periodic


