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[bookmark: _Ref521334010]Introduction
3GPP RAN approved two inter-related work items on URLLC, where the first one is led by RAN1 addressing PHY enhancements and the second one led by RAN2 specifically targets industrial IOT (IIOT) scenarios. For the IIOT WI, RAN2 has identified several intra-UE multiplexing scenarios and DL SPS enhancement to be jointly studied by RAN1 and RAN2 [1]. This contribution provides in-depth analyses of the resource conflicts of multiple PUSCHs with at least one configured grant (CG) PUSCH, and conflicts of multiple PDSCHs with at least one SPS PDSCH. Detail of SPS enhancement is also provided in this contribution including multiple simultaneous active SPS configurations, shorter SPS periodicities and support of TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities.
Resource conflict of PUSCH
Overlapping between DG and CG PUSCHs
In Rel-15 a DG PUSCH can override a CG PUSCH in case of resource collision, and the UL grant scheduling a DG is received at least N2 symbols before the starting symbol of a CG PUSCH so that the UE can run the LCP rules ahead of any PUSCH preparation to determine which of the CG or DG to transmit, as shown in Figure 1. 


Figure 1: Overlapping of DG and CG with N2 time gap restriction
In Rel-16, if URLLC data is to be multiplexed on a CG PUSCH while non-URLLC data is to be multiplexed on a DG PUSCH, it is not desirable to always drop the CG PUSCH, and if URLLC data is to be multiplexed on a DG PUSCH while non-URLLC data is to be multiplexed on a CG PUSCH, it is not desirable to still have the time gap restriction between the UL grant for URLLC PUSCH and the CG PUSCH. As shown in Figure 1, by following the time gap restriction, UL grant for URLLC PUSCH is not allowed to be transmitted within N2 time prior to the starting symbol of CG PUSCH for eMBB, which may delay the URLLC transmission. 
Hence, for overlapping between CG PUSCH and DG PUSCH associated with different traffic types, time gap is not needed between the end of UL grant and the starting of CG PUSCH. For overlapping between CG PUSCH and DG PUSCH associated with the same traffic type, UE can either follow time gap as in Rel-15 or discard time gap to align the rule for different overlapping scenarios in Rel-16. Since priority of CG PUSCH is already needed in PHY as required by other overlapping scenarios as discussed in [2], it is possible to support different UE behaviors for PUSCH overlapping with the same traffic type and different traffic types. Hence, it is better to keep Rel-15 UE behavior for overlapping between CG PUSCH and DG PUSCH associated with the same traffic type to avoid the unnecessary preparation and transmission of CG PUSCH.
Proposal 1: The time gap checking between the end of UL grant and the starting of CG PUSCH is not needed for overlapping of DG and CG PUSCHs associated with different traffic types.
Proposal 2: Rel-15 behavior is reused for overlapping between CG PUSCH and DG PUSCH associated with the same traffic type.

Generally, there are two ways to handle the overlapping between CG PUSCH and DG PUSCH associated with different traffic types:
· Option 1: it is mainly handled by MAC and assisted by PHY if needed. Since the time gap is not used, MAC may not know there is an UL grant scheduling a PUSCH overlapping with a CG PUSCH before delivering a PDU associated with the CG PUSCH to PHY, which means there will be two cases:
· When time permits (such as MAC knows that there is a UL grant scheduling a PUSCH overlapping with CG PUSCH before delivering PDU of CG PUSCH to PHY), as shown in Figure 2 (a), MAC can just deliver one PDU to PHY associated with a PUSCH with higher priority, which means in PHY layer, there is only one PUSCH with PDU transmission. 
· When time does not permit, as shown in Figure 2 (b), after a PDU for CG PUSCH is already delivered to PHY, MAC needs to deliver another PDU for a DG PUSCH if DG PUSCH has higher priority, which means there may be two PDUs with overlapped PUSCH resources in PHY.  In such case, PHY behavior is still needed to select one of the two PUSCH, such as always select the PUSCH with a later coming PDU. 
· Option 2: it is mainly handled by PHY. By assuming that UE knows the priority (or traffic type) of a CG PUSCH, the simple way is to select the PUSCH associated with higher priority traffic and drop the PUSCH associated with low priority traffic in PHY in case both PUSCH have associated PDU. In this option, it can be MAC layer optimization to select one of the PDU to PHY when time permits or MAC can just deliver both PDUs to PHY. 
· This method requires some MAC modification of LCP to ensure the same understanding of higher priority traffic in MAC and PHY. One simple way is to align 16 priority levels of LCH with N priority levels in PHY and mapping the LCH based on the priority defined in PHY for each PUSCH resource. Taking N=2 priority levels as eMBB and URLLC in PHY, LCHs are divided into two groups, LCP ensures LCHs in one group associated with eMBB can only be mapped to eMBB PUSCH as defined in PHY, and LCHs in one group associated with URLLC can only be mapped to URLLC PUSCH as defined in PHY. Otherwise, if URLLC traffic can be mapped to eMBB PUSCH, such PUSCH may be dropped due to overlapping with URLLC PUSCH or URLLC PUCCH in PHY, which means URLLC traffic is dropped. The detailed solution is up to RAN2.
Option 2 is aligned with the rule for overlapping of PUCCH and PUSCH as discussed in [2]. It seems option 1 gives more flexibility in MAC to decide which PUSCH is used to transmit without the LCP mapping restriction of mapping 16 LCH priorities into 2 PHY priorities as eMBB and URLLC. However, without the LCP mapping restriction as shown in option 2, URLLC traffic may be mapped into a PUSCH distinguished as eMBB PUSCH in PHY, which may result in dropping of URLLC traffic when such eMBB PUSCH with URLLC traffic overlaps with URLLC PUCCH and the multiplexing timeline is not satisfied. Since MAC may not know there is HARQ-ACK or DG PUSCH overlaps with CG PUSCH when PDCCH for scheduling PDSCH or PUSCH comes later than the last time of PDU generation and delivering to PHY, MAC needs to always follow the LCP restriction as shown in option 2, to ensure higher priority traffic cannot be mapped into eMBB PUSCH. With such LCP restriction, the method of dropping the PUSCH with a previous PDU and transmitting the PUSCH with a later PDU in option 1 equals to the method of selecting one channel based on PHY priority in option 2.
Based on the above analysis, regardless what MAC behavior is defined, PHY always needs rule to select one PUSCH. To align the rule for different overlapping scenarios, we propose to at least define the PHY layer behavior as select a PUSCH based on the priority.
Proposal 3: PUSCH associated with lower priority traffic should be dropped/stopped for overlapping of DG and CG PUSCHs associated with different traffic types.


                        
(a)                                                                                      (b)
Figure 2: Overlapping of DG and CG with N2 time gap restriction
[bookmark: OLE_LINK29][bookmark: OLE_LINK30]Overlapping among multiple CG PUSCHs
For multiple CG configurations, one purpose is to support more opportunities for a data transmission within one period with a full repetition number. As shown in Figure 3, there can be four starting opportunities for a CG transmission with 4 repetitions within one period. For this purpose, there will be only one traffic transmission among the overlapped resource for each CG configuration depends on the data arriving time, which means there is no collision of different traffics on overlapped resource.
[image: cid:image002.png@01D4E48B.0E9E27E0]
Figure 3: Multiple CG configurations
Another purpose of multiple CG configurations is to support different traffic types transmitted on different CG configurations. For this purpose, it is better to configure non-overlapping resources for different CG configurations used for different traffic types. Even if there is resource overlapping among different CG configurations, the similar way as for resource conflicts between DG and CG PUSCHs can be reused.
Proposal 4: For resource conflict between multiple CG PUSCHs, PUSCH associated with lower priority traffic should be dropped/stopped.

Enhancement for DL SPS transmission
Multiple simultaneous active SPS configurations
As the WID agrees, multiple simultaneous active semi-persistent scheduling (SPS) configurations for a given BWP of a UE should be supported to support different traffic types or services and TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities. 
To activate multiple SPS configurations, there are two options to be discussed, i.e. separate activation for different DL SPS configurations and joint activation in a DCI for two or more DL SPS configurations. In RAN 1 #96bis [3], agreement has been achieved that separate activation should be supported and further study whether to support joint activation.
	Agreements:
· [bookmark: OLE_LINK751][bookmark: OLE_LINK752]Support separate activation for different DL SPS configurations for a given BWP of a serving cell.
· FFS whether or not to support joint activation in a DCI for two or more DL SPS configurations
· Support separate release for different DL SPS configurations for a given BWP of a serving cell.
· FFS whether or not to support joint release in a DCI for two or more DL SPS configurations 
Separate parameter configurations should be supported among SPS configurations for use case 1. Hence, separate (de-) activation should be supported. 



The activation/release method for different DL SPS configurations can also be aligned with activation/release for different configured grant Type 2 configurations. As discussed in [4], joint activation/release in a DCI for two or more configured grant Type 2 configurations for the case of enhancing reliability and reducing latency should be supported for the case of enhancing reliability and reducing latency to reduce DCI overhead. Hence, joint activation in a DCI for two or more SPS configurations should be supported for the case of TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities.  
Proposal 5: Activation/release method for different DL SPS configurations can be aligned with activation/release for different configured grant Type 2 configurations.
In order to jointly activate/release multiple configurations, DCI needs to indicate which configuration(s) are activated. As discussed in [4], it is proposed that DCI indicates one of the parameters configured for each configuration and all the configurations with the same value as indicated in DCI are activated/released. Similarly, multiple SPS configurations can be identified and activated/released by a new field in DCI (e.g. configuration index or group/activation index) or by existing field in DCI (e.g. HARQ process ID offset, etc.). 
Proposal 6: Multiple SPS configurations can be identified and activated/released by a new field in DCI (e.g. configuration index or group/activation index) or by existing field in DCI (e.g. HARQ process ID offset, etc.).
Shorter SPS periodicities
The Rel-15 DL SPS mechanism supports a minimum periodicity of 10ms. This is much larger than the cycle times proposed for URLLC. For instance, TR 22.804 describes cycle times as small as 0.5ms for motion control. As this cycle time consists of a controller sending a desired set point to an actuator (DL) and a sensor transmitting the current state of a process back to the controller (UL), at least a configured DL assignment every 0.5 would be required for a single UE. Considering that there are multiple UEs in a cell and if traffic arrives at the same time even shorter periodicities may be required. Agreements has been made that shorter SPS periodicities should be supported in RAN 2 #105bis [5]:
	Will support “short” SPS periodicities, at least down to 0.5ms
Ask R1 on feasibility, and additionally the feasibility to go down to even lower values, e.g. 2 symb.  


For a Rel-15 configured UL grant, sub-slot periodicities of 2 and 7 symbols are possible. Therefore, it is necessary to provide similar periodicities for a configured DL assignment for periodic URLLC traffic, i.e. down to 2 symbols. As analyzed in [6], n*2, n*7, n*14 symbols can be supported for DL SPS to provide finer granularity, where n={1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 32, 40, 64, 80, 128, 160, 320, 640} .
Proposal 7: Rel-16 SPS/CG periodicity is defined as n*2, n*7, n*14 symbols with finer granularity of n in the lower range compared to Rel-15, where n={1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 32, 40, 64, 80, 128, 160, 320, 640} .
When short periodicity of less than 10ms is supported for DL SPS and multiple SPS configurations are configured, there may be more than one SPS configurations requiring HARQ-ACK feedback in the same slot. The following options can be considered:
· Option 1: Configure different SPS PDSCHs to feed back HARQ-ACK in different sub-slots, so as to avoid the overlapping. This is can be done by RRC configuration of corresponding PUCCH resource and DCI indication of corresponding K1 value. 
· Option 2: Multiplex HARQ-ACKs of multiple SPS PDSCHs into one PUCCH resource when multiple SPS PDSCHs require HARQ-ACK in the same sub-slot (when sub-slot based HARQ-ACK feedback is used) or in the same slot (when slot based HARQ-ACK feedback is used). 
· Option 2-1: Multiplex at most 2 bits HARQ-ACKs of at most two SPS PDSCHs into one PUCCH format 0 or PUCCH format 1 resource. The PUCCH resource associated with the last SPS PDSCH could be used as the multiplexing resource. A UE does not expect to feedback HARQ-ACK of more than two SPS PDSCHs in the same PUCCH.
· Option 2-2: Allow to multiplex most than 2 bits HARQ-ACKs of multiple SPS PDSCHs into one PUCCH 2/3/4 resource. The PUCCH 2/3/4 resource can be an additional resource configured by RRC for the HARQ-ACK multiplexing of multiple SPS PDSCHs. In the occasion without SPS HARQ-ACK multiplexing, PUCCH format 0/1 resource associated with each SPS PDSCH can be used.
Option 1 is simple but requires enough UL resource to support TDM transmission of HARQ-ACK associated with different SPS PDSCHs. Option 2 can support multiplexing of HARQ-ACK associated with different SPS PDSCHs with either configuration restriction or additional PUCCH resource. Since option 1 may be not supported in unpaired spectrum and require more PUCCH overhead, we prefer to specify a HARQ-ACK multiplexing method as in option 2.
Proposal 8: Multiplexing of HARQ-ACK associated with different SPS configurations should be supported.
Support of TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities
The periodicity of some TSC use cases is not multiple of NR supported periodicities for SPS or configured grant. For instance, in smart grid use case the periodicity of data packets to be sent is 1/60 Hz or 1/1200 Hz, i.e. 16.667ms or 0.833ms respectively. The misalignment between TSC periodicity and CG/SPS periodicity will increase latency. Thus, during IIoT study item phase, some of potential solutions have been identified in TR 38.825 as follows:
· [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Adjustment of SPS/CG resource by RRC reconfiguration (as per current specification)
· Usage of short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof (for SPS, support for shorter periodicities than those available in Rel-15 may be required)
· More efficient adjustment of SPS/CG resource timing in the UE as compared to RRC reconfiguration, e.g. based on network configuration or dynamic network signaling and which could be based on knowledge of TSN traffic pattern
· Applying de-jittering buffer at the edges of 5G system
For the first solution to adjust SPS/CG resource by RRC reconfiguration, it will introduce RRC adjustment latency which is unacceptable for time sensitive services. On the other hand, it may need frequent RRC signaling to update CG/SPS resource in order to align with the SPS periodicity. It’s not preferable.
Observation 1: Adjustment of SPS/CG resource by RRC reconfiguration will cause RRC adjustment latency and frequent RRC signaling.
For the second solution, the latency due to misalignment can be reduced with shorter SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof. It has been agreed to support shorter SPS/CG periodicities and/or multiple SPS/CG configurations in NR Rel-16.
Observation 2: Usage of short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof can be further studied to support TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities.
For the third solution, it is more efficient since it doesn’t need the gNB’s frequent signaling SPS/CG resource adjustment. It is based on the premise that the UE has the knowledge of how to adjust SPS/CG resource and can conduct SPS/CG configuration adjustment to align with the TSN traffic arrival. Moreover, gNB and UE should have the same understanding of time domain resource adjustment. UE should be informed how to adjust resource timing including how frequent the adjustment should be and how to change the starting offset. The adjustment knowledge is determined by TSC message periodicity and SPS periodicity for the current SPS/CG configuration. The adjustment knowledge is better to be signaled by network configuration than dynamic signaling to reduce DCI overhead. For example, a resource timing adjustment pattern is defined in the SPS/CG configuration. Once the SPS/CG configuration is activated, the resource timing adjustment pattern will work and adjust time domain starting offset periodically. The advantage of this solution is overhead saving and can be further studied.
Observation 3: Adjustment of SPS/CG resource timing in the UE based on knowledge of TSN traffic pattern can be a more efficient method. UE should be informed how to adjust resource timing including how frequent the adjustment should be and how to change the starting offset. It can reduce overhead and can be further studied.
The fourth solution to apply de-jittering buffer at the edges of 5G system is an application layer behavior. It should be handled by higher layers.
Observation 4: Applying de-jittering buffer at the edges of 5G system can be handled by higher layers.

Resource conflict of PDSCH
Overlapping between dynamic PDSCH and SPS PDSCH
If SPS PDSCH is for eMBB and dynamic PDSCH is for URLLC, consider such a case: a dynamic URLLC PDSCH arrives and needs to be scheduled as soon as possible when an SPS eMBB is still in transmission, in which case the URLLC PDSCH needs to be scheduled on resources overlapped with SPS eMBB PDSCH. The principle used in Rel-15 that dynamic PDSCH always prioritizes SPS PDSCH can be followed. Since, from gNB implementation, gNB can either drop eMBB PDSCH or assemble data of SPS eMBB PDSCH into the PDU associated with the dynamic URLLC PDSCH. It needs no special handling at UE side.
If SPS PDSCH is for URLLC, and dynamic PDSCH is for eMBB, gNB can avoid dynamically allocating PDSCH overlapping with the SPS PDSCH in time so as to avoid such overlapping. 
Proposal 9: gNB can handle conflicts between dynamic PDSCH and SPS PDSCH. No special handling is needed at UE side.
Overlapping among multiple SPS configurations
For multiple SPS configurations targeting TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities, different SPS configurations are configured to provide more starting opportunities in order to align with the service data arriving time. There is no conflict for this case.
For multiple SPS configurations targeting different services/traffic types, there may be three cases to consider:
Case 1: Multiple SPS configurations are configured without any overlapping in time domain. 


Figure 4: multiple SPS configurations without overlapping in time domain
Case 2: Multiple SPS configurations with time domain resource overlapping are configured with non-overlapping frequency domain resources. That is to say, if time domain overlapping exists, gNB can transmit multiple SPS PDSCHs by FDM mode. 


Figure 5: multiple SPS configurations with overlapping in only time domain 
Case 3: If gNB can’t allocate non-overlapping frequency domain resources to multiple SPS configurations with time domain resource overlapping, the collision in both time domain and frequency domain needs to be handled.


Figure 6: multiple SPS configurations with overlapping in both time domain and frequency domain
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]For case 1, it does not need any special handling. For case 2 and case 3, special handling the same as out-of-order PDSCH with time domain resource overlapping can be used.
Proposal 10: For the case of multiple SPS configurations with time domain resource overlapping, special handling the same as out-of-order PDSCH with time domain resource overlapping can be used. 

Conclusion
This contribution discussed the intra-UE multiplexing for resource conflicts between PUSCH, resource conflicts between PDSCH and also enhancement for DL SPS. We have the following observation and proposals,
Observation 1: Adjustment of SPS/CG resource by RRC reconfiguration will cause RRC adjustment latency and frequent RRC signaling.
Observation 2: Usage of short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof can be further studied to support TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities.
Observation 3: Adjustment of SPS/CG resource timing in the UE based on knowledge of TSN traffic pattern can be a more efficient method. UE should be informed how to adjust resource timing including how frequent the adjustment should be and how to change the starting offset. It can reduce overhead and can be further studied.
Observation 4: Applying de-jittering buffer at the edges of 5G system can be handled by higher layers.

Proposal 1: The time gap checking between the end of UL grant and the starting of CG PUSCH is not needed for overlapping of DG and CG PUSCHs associated with different traffic types.
Proposal 2: Rel-15 behavior is reused for overlapping between CG PUSCH and DG PUSCH associated with the same traffic type.
Proposal 3: PUSCH associated with lower priority traffic should be dropped/stopped for overlapping of DG and CG PUSCHs associated with different traffic types.
Proposal 4: For resource conflict between multiple CG PUSCHs, PUSCH associated with lower priority traffic should be dropped/stopped.
Proposal 5: Activation/release method for different DL SPS configurations can be aligned with activation/release for different configured grant Type 2 configurations.
Proposal 6: Multiple SPS configurations can be identified and activated/released by a new field in DCI (e.g. configuration index or group/activation index) or by existing field in DCI (e.g. HARQ process ID offset, etc.).
Proposal 7: Rel-16 SPS/CG periodicity is defined as n*2, n*7, n*14 symbols with finer granularity of n in the lower range compared to Rel-15, where n={1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 32, 40, 64, 80, 128, 160, 320, 640} .
Proposal 8: Multiplexing of HARQ-ACK associated with different SPS configurations should be supported.
Proposal 9: gNB can handle conflicts between dynamic PDSCH and SPS PDSCH. No special handling is needed at UE side.
Proposal 10: For the case of multiple SPS configurations with time domain resource overlapping, special handling the same as out-of-order PDSCH with time domain resource overlapping can be used. 
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