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[bookmark: _Ref5850594]Introduction
Based on the agreements made in RAN1#97 [2] and the updated timeline (see section 3) informed with the WID [1], the following items will be summarized in this contributions to facilitate progress based on the submitted contributions ([3]-[16]) combined with the outcomes of offline email discussion led by the FL [3]:
1. [bookmark: _Ref8167685]Remaining details on UCI parameters: , Minitial, bitmap, FFS on “zero” polarization, encoding of NNZC
2. Supported parameter combinations 
3. UCI omission
4. CBSR
5. Extension to Type II port selection codebook
6. Values of N3 for # units>13

[bookmark: _Ref529369566]Summary 
1 
2 
Remaining details on UCI parameters 
Values of 
The following was agreed in RAN1#97 [2] along with an offline email agreement ([3], italic):
“In RAN1#98, finalize the values of  based on the following aspects 
· Candidate values for  to be down selected/evaluated: at least {1.5, 2, 2.5}
· The set of values is to be finalized via offline email discussion prior to RAN1#98
· Finalize the values of  via down selection from {1.5, 2, 2.5}
· FFS: =3 as an additional candidate 
· Configuration of : 
· Whether it is independent of other FD compression parameters, or dependent on at least one of the other FD compression parameters, i.e. p (=y0, and/or v0 for RI=3-4), L, β, and/or R 
· Whether  is rank-specific or rank-common
· Note: This is to be discussed along with the supported parameter combinations for (L, p, β, )”

The views from different companies and available SLS results can be summarized below.
Table 1 Values of : summary of companies’ views
	Value(s) of 
	No. companies
	Companies 

	Fixed =2 
	14
	CATT, Ericsson, Fraunhofer/HHI, Huawei/HiSi, NEC, Nokia/NSB, NTT Docomo, OPPO, Qualcomm, Samsung, vivo (2nd preference) 

	Fixed =2.5
	1
	ZTE (2nd preference)

	Configurable {1.5,2.5}
	1
	vivo

	Configurable {1.5,2}
	3
	LGE, Fraunhofer/HHI

	Configurable {2,2.5}
	1
	ZTE

	Configurable {1.5,2,3} note: contradict agreement 
	2
	MotM/Lenovo



Table 2 Values of : summary of observation from SLS
	Company
	Metric
	Key observation

	CATT
	UPT vs overhead
	· The same  value results in the same , and  increases as  increasing.
· For ,   and , the corresponding distributions of  almost coincide with each other.
· From feedback overhead perspective, =1.5 requires least overhead with a little performance loss. From performance perspective, =2.5 achieves the best performance with a little overhead increase.

	Ericsson
	UPT vs overhead
	[bookmark: _Toc16856249]The variation in performance for different  values is very small

	Huawei/HiSi
	UPT vs overhead
	For the value of α, α=2.0 and α=2.5 have similar performance and overhead, which has a slight advantage over α=1.5.

	LGE
	UPT vs overhead
	For RI-group-specific and layer-common p setting, poor performance and overhead trade-off is observed when alpha is set to 3, i.e., the large amount of window-size is quite redundant.

	MotM/Lenovo
	UPT vs overhead
	Setting α = 3 results in cell edge performance improvement compared with α = 2.5 without notable overhead increase.

	Nokia/NSB
	UPT vs overhead
	· There is no significant performance advantage in having a configurable .
·  offers the most favourable performance/overhead trade-off across all other parameter combinations.
· There is a potential out-of-range issue for the bit-width of the two-step FD basis indicator, with , for some combinations of  and . For these values of , for some bit-widths of , the number of bits required by the two-step indicator can exceed that of a single-step indicator.

	OPPO
	UPT vs overhead
	For the value of alpha, {1.5, 2, 2.5, 3} have similar performance-overhead trade-off. 

	Qualcomm
	UPT vs overhead
	As shown,  is slightly inferior to , while  achieves similar performance to .

	Samsung
	UPT vs overhead
	· There is no clear benefit of supporting multiple values of , and making  configurable
· The overhead difference for different alpha values is small
·  has slightly wosre performance than  and 2.5 in high overhead regime 

	Vivo
	UPT vs overhead
	Specifically, a roughly linear growth rate is achieved for the value of  from 1.5 to 2.5. Meanwhile, the increment of relative performance is not significant for the value of  from 2.5 to 3 and obviously below previous growth rate

	ZTE
	UPT vs overhead
	· =1.5 suffers performance loss compared to other 2 values. The performance loss can be as large as 5% in terms of UE throughput.
· The performance and overhead for =2.5 and 2 are quite closed. For a given (L, p, ), the two curves are usually crossed multiple times. Which one from {2, 2.5} is better depends on the specific (L, p, ) values and the maximum rank.



From the perspective of the majority view, the benefit of configurable and/or multiple values of  is unclear. In addition, it is observed that the performance of =1.5 is slightly inferior to =2 and =2.5 may result in out-of-range issue(s). Therefore, =2 seems to be a good and balanced choice if  is to be fixed to a single value.

Minitial
The following was agreed in RAN1#97 [2]:
“On SCI (RI>1) and FD basis subset selection indicator, support Alt B described in the following table.
· FFS: details on bitwidth and possible values for  reporting in UCI part 2
· FFS: whether the possible value(s) for  can depend on configured FD compression parameters”

The views from different companies and available SLS results can be summarized below.
Table 3 Minitial: summary of companies’ views
	Minitial: range or # values
	No. companies
	Companies 

	Unrestricted (N3’ values)
	14
	CATT, Ericsson, Huawei/HiSi, NEC, Nokia/NSB, NTT Docomo, OPPO, Qualcomm, Samsung, Spreadtrum, vivo, ZTE

	4 values
	2
	MotM/Lenovo

	2 values
	1
	LGE

	Fixed for RI=1
	2
	Fraunhofer/HHI

	Fixed for at least RI=1-2
	2
	Fraunhofer/HHI

	Fixed
	3
	Intel, Fraunhofer/HHI



Table 4 Minitial: summary of observation from SLS
	Company
	Metric
	Key observation

	CATT
	UPT vs overhead
	· Minitial does not depend on L and . If the length of the intermediate set N3’ remains invariable, the Minitial distributions are similar. 
· The performance of the proposed option 2 and option 3 approaches to that of option 1.   

	Fraunhofer/HHI
	UPT vs overhead
	· Negligible performance loss is observed for  and  when  is fixed.
· No significant performance loss is observed for large values of  when fixing .

	Intel
	UPT vs overhead
	As it can be observed from the above evaluation results, the performance with fixed Minitial is similar to the performance with free selection of Minitial. Two-step FD basis subset selection with fixed Minitial has lower search complexity and overhead

	OPPO
	UPT vs. overhead
	It’s observed that only 4-bits bit-width of can provide nearly 0.5% Tput gain over all other values.

	Samsung
	UPT vs overhead
	Reducing the bit-width of  incurs some loss (~0.2% per 1 bit reduction). The normalized payload of  is at most 2.5% of the total CSI part 2 payload.

	Vivo
	UPT vs. overhead
	Figure 1 shows the performance and overhead difference for fixed Minital VS free selected Minital. More than 4% gain is obtained by free selection with only 5 bits overhead increasing at 



From the perspective of the majority view (unrestricted range/values), it is argued that restricting Minitial to a subset does not offer substantial overhead reduction while incurring small UPT loss (unclear benefit in UPT vs. overhead trade-off). In addition, divergence among those proposing to restrict Minitial values deters progressing with any sort of restriction – considering that only three meetings are left and no tangible benefit is observed from this small optimization.  
On the other hand, Fraunhofer argues that for a low rank transmission, the performance loss associated with fixing Minitial is negligible. In addition, it is argued that fixed Minitial “reduce(s) UE complexity and save(s) UE resources” since the UE does not have to search for optimal -sized window out of  values. This observation, however, is not shared by the majority of companies.

Bitmap
The following was agreed in RAN1#97 [2]:
“For RI=3-4, bitmaps, each with size-2LMi (i=0,1,…, RI-1, where i denotes the i-th layer) are reported in UCI part 2
· FFS: If alt 3-4 is supported, size-2LMi-1 (i=0,1,…, RI-1, where  denotes the i-th layer) are reported in UCI part 2”

Note: It was also agreed that Alt3-4 is supported.

The views from different companies and available SLS results can be summarized below.
Table 5 “1” restriction for bitmap: summary of companies’ views
	Category
	No. companies
	Companies 

	Agreement: 2LMi
	9
	Ericsson, Huawei/HiSi, Nokia/NSB, Qualcomm, Samsung, vivo, ZTE 

	FFS (optimization): 2LMi-1 
	3
	Intel, MotM/Lenovo (for RI > 1)



It was argued that the since the bitmap is included in UCI Part 2, the overhead saving from the FFS optimization is negligible. Ericsson also argues that the same solution should be used for all RI values despite the technical merits of the FFS proposal. Note that if there is no consensus in refining the agreement as stated in the FFS, size-2LMi is by default already agreed.

Encoding of NNZC in UCI Part 1
The following was agreed in RAN1#97 [2]:
“For further details on the agreed UCI parameters in Table 1 of R1-1905629: 
· RI ({1,…, RIMAX} and  (the total number of non-zero coefficients summed across all the layers, where  {1,2,…, 2K0} are reported in UCI part 1 
· FFS: If the total number of non-zero coefficients are jointly encoded with M’ (if supported) or independently encoded”

Note that there was no consensus to support M’ in RAN1#97. The FFS allows some further discussion on the extended encoding of KNZ,TOT that accommodates the function of M’ (i.e. to dynamically reduce M by using unused code-points or extending the bit-width of KNZ,TOT)
The views from different companies and available SLS results can be summarized below.
Table 6 Encoding of NNZC: summary of companies’ views
	Support extended KNZ,TOT encoding?
	No. companies
	Companies 

	Yes
	4
	Ericsson, Fraunhofer/HHI, vivo

	No
	10
	CATT, Huawei/HiSi, MotM/Lenovo, NEC, Samsung, Qualcomm, OPPO, ZTE



Table 7 Encoding of NNZC: summary of observation from SLS
	Company
	Metric
	Key observation

	Ericsson
	CDF
	[bookmark: _Toc16856252]Around 40% of the time, an overhead reduction largen than 48 bits can be achieved if joint M’ and NNZC reporting is supported
The statistics of M’ and NNZC are highly correlated. This fact can be utilized to jointly encode M’ and NNZC without incurring additional overhead in UCI Part 1



Ericsson argues that jointly encoding NNZC with M’ can substantially reduce the average UCI Part 2 overhead while incurring no UCI Part 1 overhead increase and very limited additional impact on UE/spec complexity. On the other hand, it was also argued that jointly reporting  with  opportunistically without any additional overhead has several open issues, as discussed in our contribution [9], and its spec-impact can be large. There are potentially simpler solutions with smaller spec-impact. But, RAN1 needs to first agree on supporting M’ reporting (note: there was no consensus on this in RAN1#97). If agreed, then the exact solution can be discussed.

Among the proponents of the extended KNZ,TOT encoding, the details are still unclear, e.g. whether the inclusion of M’ functionality is opportunistic (only when there are unused code points in KNZ,TOT) or requires increasing the bit-width of KNZ,TOT. Note that if there is no consensus in supporting the extended NNZC encoding, is by default already agreed.

“All zero” bitmap
The following was agreed in RAN1#97 [2]:
“In RAN1#98, decide if the specification will restrict the UE from reporting all “zero” in the bitmap for a polarization for each layer”

The views from different companies and available SLS results can be summarized below.
Table 8 “All zero” bitmap: summary of companies’ views
	Restriction
	No. companies
	Companies 

	At least 1 NZC per polarization per layer
	6
	Ericsson, Huawei/HiSi, Nokia/NSB, Samsung

	No restriction
	13
	Apple, Intel, Fraunhofer/HHI, LGE, MotM/Lenovo, NEC, OPPO, Qualcomm, Spreadtrum, vivo, ZTE



Table 9 “All zero” bitmap: summary of observation from SLS
	Company
	Metric
	Key observation

	Huawei/HiSi
	UPT
	It can be observed that implementation 2 achieves about 1%~2% performance gains compared with implementation 1

	MotM/Lenovo
	Histogram/analysis
	Given an amplitude-based coefficient selection approach, the probability of one polarization having all-zero LC coefficients is negligible except for (L, p, β) = (2, 1/4, 1/4) at RI >2.
A decision on the indication of all-zero coefficients per polarization should not be based on parameter combination {L, p, β} = {2, 1/4, 1/4} since it yields a low-resolution codebook and should not be supported. 

	Nokia/NSB
	Analysis
	Is this all-zero polarization (nonzero reference amplitude and empty half-bitmap) a desirable configuration to have? Otherwise, we should try to avoid it. In fact, there are currently two parameter combinations with L=2 with strong support, for which the probability of all-zero polarization is non-negligible as pointed out by MotM/Lenovo.

	Samsung
	Analysis
	Since there is non-negligible probability of all-zero polarization for some parameter combinations, to avoid adverse effects of gNB implementation, we are supportive of a restriction as long as it is simple



Note that since the restriction introduces an additional feature in specification, if there is no consensus in introducing the proposed restriction (at least 1 NZC per polarization per layer), there is no restriction by default.  

Observation: On the remaining details on UCI parameters
· The super-majority of companies propose fixing =2 
· The super-majority of companies propose to support full/unrestricted range of Minitial, i.e. from 0 to – (N3’ – 1)
· For the bitmap size, the majority of companies propose to keep the agreement (2LMi) without the optimization noted in the FFS (2LMi-1 for RI>1)
· Note: If there is no consensus in refining the agreement as stated in the FFS, size-2LMi is by default agreed.
· For the FFS on NNZC encoding, the majority of companies are against supporting an extended encoding of NNZC that incorporates the function of M’ (cf. proposed in RAN1#97 and failed to achieve consensus for support). 
· 
Note: If there is no consensus in supporting the extended NNZC encoding, is by default agreed.
· The majority of companies do not see the need for enforcing at least one NZC per polarization per layer in specification. 
· Note: if there is no consensus in introducing the proposed restriction, it is by default not supported. 

Proposal: On the remaining details on UCI parameters
· Fix =2
· 

The range of values for is unrestricted, i.e. 

Conclusion: In RAN1#98, there is no consensus on the following issues:
· Refining the agreement on bitmap size of 2LMi for all RI values to 2LMi-1 only for RI>1
· Refining the agreement on KNZ,TOT definition/encoding to allow joint encoding with M’
· Specifying restriction on at least 1 NZC per polarization per layer 

Supported parameter combinations
The following offline agreement was made as an outcome of the offline email discussion [3]:
	Offline agreement:
· Use the following criteria for down-selecting the supported parameter combinations:
1. Avoid overly complex down selection by reducing the number of combinations for (L,p,beta) only
0. Alpha has not been decided and making it N3 dependent is unnecessarily convoluted
1. For #1
1. Remove combinations with: 
0. the total overhead exceeding the max of Rel.15 Type II
0. the UPT lower than Rel.15 Type II for the same overhead  
1. When several combinations appear redundant in terms of overhead (sharing similar overhead – or vice versa), choose the one with the best UPT, unless the best combo is shown to be scenario-dependent. Then it is justified to support several combos with more or less the same overhead

· Use the following format for a proposed supported parameter combination:
	
	 (rank 1-2)
	 (rank 3-4)
	
	Restriction (if any)

	
	
	
	
	






The views from different companies and available SLS results can be summarized below.
Table 10 Supported parameter combinations: summary of companies’ views
	L
	p = y0 
(RI= 1-2)
	p = v0 
(RI= 3-4)
	β
	Restriction 
(if any)
	No. companies
	Companies

	2
	¼ 
	1/8
	¼ 
	
	10
	Huawei/HiSi, vivo, ZTE, Samsung, Intel, Nokia/NSB, Ericsson, OPPO

	2
	¼ 
	1/8
	½ 
	
	10
	Huawei/HiSi, vivo, ZTE, Intel, Nokia/NSB, Qualcomm, Ericsson, OPPO

	2
	¼
	1/8
	¾ 
	
	1
	Samsung

	2
	½ 
	¼ 
	¼ 
	
	2
	Fraunhofer/HHI

	2
	½ 
	¼ 
	½
	
	5
	Huawei/HiSi, Intel, Fraunhofer/HHI

	2
	½ 
	¼ 
	¾ 
	
	2
	Fraunhofer/HHI

	4
	¼ 
	1/8
	¼ 
	
	10
	Huawei/HiSi, vivo, ZTE, OPPO, Samsung, Intel, Nokia/NSB, Ericsson

	4
	¼ 
	1/8
	½ 
	
	12
	Huawei/HiSi, vivo, ZTE, OPPO, Samsung, Intel, LGE, Nokia/NSB, Qualcomm, Ericsson

	4
	¼ 
	1/8
	¾ 
	
	3
	ZTE, LGE, Ericsson

	4
	¼ 
	1/8 
	¾ 
	RI=1-2
	1
	Vivo

	4
	¼ 
	¼
	¼ 
	
	3
	Intel, Fraunhofer/HHI

	4
	¼ 
	¼
	½ 
	
	6
	Vivo, LGE, Intel, Fraunhofer/HHI, Samsung

	4
	¼ 
	¼ 
	¾ 
	
	7
	Vivo, Samsung, LGE, Nokia/NSB, Fraunhofer/HHI

	4
	½ 
	¼ 
	¼
	
	5
	Vivo, ZTE, LGE, Fraunhofer/HHI

	4
	½ 
	¼ 
	½
	
	13
	Huawei/HiSi, ZTE, OPPO, Samsung, Intel, LGE, Nokia/NSB, Qualcomm, Ericsson, Fraunhofer/HHI

	4
	½ 
	¼ 
	¾ 
	
	2
	Fraunhofer/HHI

	6
	¼ 
	-
	¼ 
	RI=1-2, 32 ports
	4
	Samsung, LGE, Nokia/NSB

	6
	¼ 
	-
	½ 
	
	8
	Huawei/HiSi, ZTE, Samsung, Nokia/NSB, Qualcomm, Ericsson

	6
	¼ 
	-
	¾ 
	
	6
	Huawei/HiSi, Samsung, Nokia/NSB, Ericsson



At least one company proposes some new values that are not previously agreed. Such proposals are excluded as they depart from the previous agreements.
In addition, at least one company proposes to remove 8PSK co-phasing (i.e. support only 16PSK co-phasing). It is observed that 8PSK results in inferior UPT vs. overhead trade-off. This may be attributed from its higher resolution. 

Table 11 Supported parameter combinations: summary of observation from SLS
	Company
	Metric
	Key observation

	Ericsson
	UPT vs overhead
	One immediate observation is that 8-PSK co-phasing (i.e. P=3) seem to have inferior performance/overhead trade-off compared to 16-PSK co-phasing (i.e. P=4).

	Fraunhofer/HHI
	UPT vs overhead
	Configuring a small value for , e.g.,  results in a high-performance degradation.

	Intel
	UPT vs overhead
	· (p, β) = {(3/4, 3/4), (3/4, 1/2), (1/2, 3/4)} provide large overhead and small performance gains comparing to Type II CSI 
· (p, β) = {(1/8, 1/4), (1/8, 1/2)} provide considerable performance loss comparing to other cases
· (p, β) = {(1/8, 3/4), (1/4, 1/4), (1/4, 1/2), (1/4, 3/4), (1/2, 1/4), (1/2, 1/2), (3/4, 1/4)} provide reasonable performance/overhead tradeoff
· (p, β) = {(1/4, 1/4), (1/4, 1/2), (1/2, 1/2)} cover a broad range of overhead and performance

	LGE
	UPT vs overhead
	For  and  provides good performance-overhead trade off, and for  and  provides good performance-overhead trade off. Since total overhead depends on both  and  values, ranges of both parameters should be jointly selected.

	OPPO
	UPT vs. overhead
	· {L, p}= {2, 1/2} and {4, 1/4} have same overhead,  but performance of {4,1/4} outperforms that of {2, 1/2}.
· Beta=3/4 does not provide good performance–overhead trade-off compared to other combinations.
· In comparison of {y0, v0} = {1/4, 1/4}  with {1/4, 1/8}, only {L, y0, v0, beta} = {4, 1/4, 1/4, 3/4} provides some gain and the gain is marginal.    

	Samsung
	UPT vs. overhead
	According to the agreed criteria
· For rank 1-2, the following parameter combinations achieve the best performance-overhead trade-offs
	L
	p
	

	2
	0.25
	0.75

	4
	0.25
	0.50

	4
	0.25
	0.75

	4
	0.50
	0.50

	6
	0.25
	0.25

	6
	0.25
	0.50

	6
	0.50
	0.50


· For rank 3-4, the following parameter combinations achieve the best performance-overhead trade-offs
	L
	(y0,v0)
	

	2
	(1/4,1/8)
	0.25

	4
	(1/4,1/8)
	0.25

	4
	(1/4,1/8)
	0.50

	4
	(1/4,1/4)
	0.75




	vivo
	UPT vs. overhead
	· In table 1, case 1a should be supported for overhead reduction as there is almost 60 bits difference between 1a and 2a. Among the cases from 2a to 5a, approximately 40 bits overhead increase incurred in 5a with more than 9 % performance gain. Besides, cases from 6a to 9a, more overhead is incurred with worse performance compared to the case 5a, which means wrong parameter combinations. Similarly, the cases 10a, 11a and 13a should be not be considered. Case 14a and case 15a has similar overhead, but higher overhead doesn't bring better performance in case 15a, as well as 17a. Hence, case 14a and case 16a are better choices. Additionally, overhead in the case 18a is much larger than Rel-15 type II, thus should be not be considered
· Based on table 2, 30 bits overhead difference with more than 7% gain is achieved by case 2b in comparison with case 1b. However, an increment of 30 bits is almost half of total overhead in case 1b. Hence, it is better to support both of case 1b and 2b. Case 5b obtains the best balance of performance vs overhead among the cases from 3b to 6b. Similarly, case 7b and case 12b can be supported. According to the results for cases 13b to 15b, with total overhead increasing, the relative performance is seems reducing. Therefore, case 14b and case15b are not supported. Furthermore, only 4% gain is acquired with more than 100 bits overhead increasing in case 17b compared to the case 16b. Combining the same cases in table 1 and 2 results, it is better to support case 16b than case 17b. 
· Using the same analytic approach in one step free selection scheme, case 1c, 3c,5c,11c,14c and 16 can be supported

	ZTE
	UPT vs. overhead
	· (L, p) = (2, 1/2) has similar overhead with (L, p) = (4, 1/4), but it suffers large performance loss. (L, p, ) = (2, 1/4, 3/4) cause similar overhead as (4,1/4,1/4), but it suffer performance loss.
· For all the cases of rank <=4, we can find other parameters with close or better performance trade-off compared to (v0, y0) = (1/4, 1/4)
· (L, p, ) = (4, 1/2, 3/4) and (6, 1/4, 3/4) cause too much overhead.
· For L=6, the points of p=1/2 are outperformed by p=1/4 in terms of performance trade-off. (L, p, ) = (6, 1/4, 1/4) is outperformed by points of L=1/4 and p=1/4. 
· For Rank <= 2, (L, p, ) = (4, 1/4, 1/2) achieves similar or higher performance and lower overhead compared to (4, 1/2, 1/4).



Huawei specifically points out that (L,p,)=(6,1/4,3/4) performs the best for 32 ports (and hence Rel-16 MU-CSI overall) even with lower overhead than the maximum overhead of Rel.15 Type II codebook. 
Despite the overwhelming support for both (L,y0,v0,)=(2,1/4,1/8,1/2) and (4,1/4,1/8,1/4), Qualcomm comments that the two combinations have “similar overhead (less than 50 bits difference)” and suggests to down select between the two. 

Observation: On the supported parameter combinations:
· There is some strong support for the following combinations
	L
	p = y0 (RI= 1-2)
	p = v0 (RI= 3-4)
	β
	Restriction (if any)
	No. companies

	2
	¼ 
	1/8
	¼ 
	
	10

	2
	¼ 
	1/8
	½ 
	
	10

	4
	¼ 
	1/8
	¼ 
	
	10

	4
	¼ 
	1/8
	½ 
	
	12

	4
	½ 
	¼ 
	½
	
	13

	6
	¼ 
	-
	½ 
	RI=1-2, 32 ports
	8



· There is some moderate amount of support for the following combinations
	L
	p = y0 (RI= 1-2)
	p = v0 (RI= 3-4)
	β
	Restriction (if any)
	No. companies

	2
	½ 
	¼ 
	½
	
	5

	4
	¼ 
	¼
	½ 
	
	6

	4
	¼ 
	¼ 
	¾ 
	
	7

	4
	½ 
	¼ 
	¼
	
	5

	6
	¼ 
	-
	¾ 
	RI=1-2, 32 ports
	6



· 16PSK co-phasing seems to have demonstrated more consistent and superior UPT vs. overhead trade-off.

Proposal: On the supported parameter combinations
· The following parameter combinations are supported:
	L
	p = y0 (RI= 1-2)
	p = v0 (RI= 3-4)
	β
	Restriction (if any)

	2
	¼ 
	1/8
	¼ 
	

	2
	¼ 
	1/8
	½ 
	

	4
	¼ 
	1/8
	¼ 
	

	4
	¼ 
	1/8
	½ 
	

	4
	½ 
	¼ 
	½
	

	6
	¼ 
	-
	½ 
	RI=1-2, 32 ports



· Discuss further and decide/finalize in RAN1#98 if any of the combinations below is also supported:
	L
	p = y0 (RI= 1-2)
	p = v0 (RI= 3-4)
	β
	Restriction (if any)

	2
	½ 
	¼ 
	½
	

	4
	¼ 
	¼
	½ 
	

	4
	¼ 
	¼ 
	¾ 
	

	4
	½ 
	¼ 
	¼
	

	6
	¼ 
	-
	¾ 
	RI=1-2, 32 ports



· Support only 16PSK co-phasing, i.e. 8PSK co-phasing is not supported

Extension for Type II port selection
The following was agreed in RAN1#95:
“For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· Note: The same DFT-based compression scheme is extended for Type II port selection codebook”

The above agreement suggests that the same W2 design for DFT-based compression can be extended to Type II port selection codebook. However, some details may need to be confirmed such as:
· Whether RI=3-4 is supported for Type II port selection
· Whether there is some modification needed for the “W1” part
· Rel.15 Type II codebook supports L={2,3,4} while Rel.16 Type II codebook supports L={2,4,6}. If Rel.15 W1 port selection matrix is reused, this implies that only L={2,4} is supported for Rel.16 Type II port selection codebook. 

The views from different companies and available SLS results can be summarized below.
Table 12 Type II port selection: summary of companies’ views
	Category
	No. companies
	Companies 

	Reuse Rel.15 Type II W1 (port selection matrix)
	10
	Ericsson, Fraunhofer/HHI, Intel, Huawei/HiSi, Nokia/NSB, Samsung, ZTE (also proposing extension to RI=3-4)



Observation: Three companies propose to reuse Rel.15 Type II W1 port selection matrix for Rel.16 Type II port selection codebook.  
· Note: Since Rel.16 Type II codebook supports L={2,4,6} (without L=3), this implies that only L={2,4} is supported for Rel.16 Type II port selection codebook  

Proposal: On Rel.16 extension for Type II port selection codebook:
· For rank 1-2, reuse Rel.15 Type II W1 port selection matrix for Rel.16 Type II port selection codebook
· Only L=2 and 4 are supported
· FFS: support for rank 3-4  

UCI omission
The following proposals (and views) from different companies and available SLS results can be summarized below.
Table 13 UCI omission: summary of companies’ views
	Category
	No. companies
	Companies 

	Alt0. Spec transparent
	4
	Intel, Nokia/NSB, OPPO 

	Alt1. 2 groups, drop NZC of group 2 (weaker)
	9
	LGE, Intel, MotM/Lenovo, NEC, NTT Docomo, Spreadtrum, Samsung, ZTE

	Alt2. 2 groups, drop NZC + FD basis (or bitmap), of group 2 (weaker)
	9
	CATT, Ericsson, Fraunhofer/HHI, Huawei/HiSi, LGE, Nokia/NSB 

	Joint grouping (bitmap+NZC), N groups
	1
	Vivo

	Layer omission
	1
	NEC

	Omit all components in UCI part 2 other than SD bases
	1
	Qualcomm



Table 14 UCI omission: summary of observation from SLS
	Company
	Metric
	Key observation

	Huawei/HiSi
	UPT
	CSI omission by dropping both NZC and FD basis has around 2-4% performance gain over that by dropping NZC only, if assuming the same reporting overhead. A pre-defined priority table can be used to determine the payload of reporting after omission and derive omitted CSI contents by the gNB, and no further signalling is required.

	MotM/Lenovo
	CDF
	Coefficients reported within the first few and last few FD basis indices statistically have larger magnitude values compared with coefficients reported in the center FD basis indices
Given that the strongest LCC in layer i occurs at row b*(i) of, coefficients reported within row (b*(i) +L) mod2L of  statistically have larger magnitude values compared with reported coefficients in other rows.



Both Alt1 and Alt2 partition the NZCs into 2 groups based on the SCI (and in general, amplitude ordering) wherein group 1 and group 2 correspond to the stronger and weaker groups, respectively. When UCI omission is performed, the NZCs in group 2 are omitted.
Comparing Alt1 and Alt2, it is apparent that Alt2 results in lower overhead but the gNB can make use of the full bitmap (in case of omission) and achieve better performance. The proponents of Alt1 may argue, however, that Alt1 is akin to Rel.15 UCI omission and therefore “simpler”. At the same time, one can counter-argue by inquiring the additional benefit of Alt1 over Alt0. If only NZCs are dropped, the same can be achieved with Alt0. In Alt0, given the UL resource allocation and beta_offset in the UL grant, the UE can infer whether some NZCs are to be omitted.   
Samsung commented that an additional benefit of Alt1 over Alt0 is that in case of Alt1, gNB will know when omission happens (since  in part 1 will be different and larger from the number of NZ coefficients reported in the stronger group), hence can be allocated correct UL resources. This is not possible with Alt0.
Qualcomm and Ericsson argue that no CSI recalculation should be required for UCI omission analogous to Rel.15. UCI omission procedure (if supported) should provide the gNB necessary information for UL resource allocation and not impose excessive UE complexity. Ericsson also points out that the CSI omission procedure should additionally meet the following criteria:
· Providing information to the gNB that CSI omission occurred
· Not resulting in payload ambiguity (which would require the gNB to perform blind decoding of any of the two UCI Parts)
Vivo commented that dropping NNZC can be done transparently only by, e.g. adjusting reporting K1 value in CSI part 1. Here, dropping NNZC or reporting smaller K1 value degrades performance. Such performance loss does not occur for non-transparent schemes. From PUSCH resource allocation and MCS, the total reported payload (number of bits) is already known to gNB. From the UE side, the UCI bits are mapped according to prioritization rule(s). This implies that the UE discards the CSI in bit level starting from the CSI group with lowest priority. Thus, there is no ambiguity between gNB and UE, and the performance doesn’t degrade significantly.

Observation: On UCI omission:
· The following two alternatives are based on partitioning the NZCs into two groups and almost equally supported:
· Alt1. Drop NZCs in the second group
· Alt2. Drop NZCs in the second group + drop the corresponding FD bases or bitmap part(s)   
· Note: If there is no consensus to select one of the alternatives, UCI omission can still be performed in a spec transparent manner (Alt0).

Proposal: In RAN1#98bis, select one of the following two alternatives for UCI omission:
· Alt1. Drop NZCs in the second group
· Alt2. Drop NZCs in the second group + drop the corresponding FD bases or bitmap part(s)
· The selection criteria are to be further discussed and agreed in RAN1#98 
· Note: If there is no consensus in RAN1#98bis, Alt0 (no additional spec support) will be the default agreement.

CBSR
The following proposals (and views) from different companies can be summarized below.
Table 15 CBSR: summary of companies’ views
	Category
	No. companies
	Companies 

	SD-only, no FD
	18
	· Analogous to Rel.15 Type I (6): Ericsson, Intel, LGE, Nokia/NSB, Qualcomm
· With amplitude restriction analogous to Rel.15 Type II (7): CATT, Huawei/HiSi, OPPO, Samsung, Spreadtrum, vivo 
· With sum power per SD beam restriction (8): Ericsson, MotM/Lenovo, NEC, Nokia/NSB, Fraunhofer/HHI 

	SD + FD
	2
	Apple, ZTE 

	RI restriction
	14
	CATT, Ericsson, Huawei/HiSi, Intel, LGE, MotM/Lenovo, Nokia/NSB, OPPO, Qualcomm, vivo, ZTE 



Ericsson points out that in practice amplitude restriction analogous to Rel.15 will not be able to control the radiated power level of a beam. As a result, the gNB is required to set the maximum amplitude to zero all the time thereby defeating the purpose of such amplitude restriction scheme.
Nokia/NSB points out that the alternative “sum-power per SD beam restriction” includes solutions where amplitude restrictions are applied to linear combinations of a beam’s FD coefficients to control the maximum relative power of an SD beam on the sub-bands, and thus achieve similar radiated power levels as in Rel.15.
MotM/Lenovo clarifies that their proposal jointly restricts coefficient amplitudes in  in such a way that the subband amplitudes of a set of SD beams in  are restricted as in the Rel. 15 Type II codebook.  This is in contrast to the proposals of, e.g. CATT, Huawei/HiSi, Samsung, Spreadtrum where the restriction is directly on the coefficients of . Their interpretation of the “sum power per SD beam restriction” category is that it includes proposals that limit linear combinations of coefficients in , for example Nokia/NSB’s proposal restricts beams’ coefficients amplitudes in  rather than .

Observation: On CBSR for Rel.16 Type II codebook:
· SD-only subset restriction (without FD) represents the super-majority view
· Three alternatives on the restriction criteria are proposed
· [bookmark: _GoBack]RI restriction is proposed by a substantial number of companies

Proposal: On CBSR for Rel.16 Type II codebook:
· Support SD-only subset restriction (without FD)
· In RAN1#98bis, select one of the following criteria for SD subset restriction:
· Alt1. Analogous to Rel.15 Type I
· Alt2. Analogous to Rel.15 Type II (SD beam group restriction + per coefficient amplitude restriction)
· Alt3. Rel. 15 Type II SD beam group restriction + sum power per SD beam restriction
· Support RI restriction

Values of N3 for NSBxR>13
The following was agreed in RAN1#97 [2]:
“On the value of N3 for (N3=NSB×R) > 13:
· For Alt1 (padding), consider only extrapolation-based scheme and decide on the final specific design alternatives in RAN1#97 (Reno) for down selection in RAN1#98 (Prague)
· For Alt2 (two segments), the following alternatives will be considered for down selection in RAN1#98 (Prague): 
· Alt2.1: S1: 1, …, Y;     S2: NSB×R -Y+1, …, NSB×R
· Alt2.2: S1: 1, …, N3;  S2: NS - N3+1, …, NS 
On Alt1 (padding, as described in R1-1907783) for N3, for evaluation purposes, select one of Alt1.1, 1.2, 1.3, and 1.4 in RAN1#98 (Prague) as described in the table of R1-1907783.
· Alt1.1, 1.2, 1.3, 1.4 are described in R1-1907783”

The views from different companies and available SLS results can be summarized below.
Table 16 Values of N3: summary of companies’ views
	Category, N3 value
	No. companies
	Companies 

	Alt0 ()
	10
	CATT, Ericsson (1st preference), Huawei/HiSi, NEC, Nokia/NSB, Qualcomm, Samsung, vivo

	Alt1
	1
	Apple

	Alt0 for , 
Alt1 for 
	2
	Ericsson (2nd preference), vivo (2nd preference)

	Alt1.1 (arithmetic mean, for evaluation)
	3
	Intel, LGE, MediaTek

	Alt1.2 (raised cosine, for evaluation)
	2
	Nokia/NSB (for evaluation)

	Alt1.3 (replication, for evaluation)
	1
	Intel

	Alt1.4 (zero padding, for evaluation)
	1
	LGE

	Alt2.1 (for evaluation)
	2
	LGE, ZTE



Table 17 Values of N3: summary of observation from SLS
	Company
	Metric
	Key observation

	Huawei/HiSi
	UPT vs. overhead
	Alt 0 without padding is with better performance than padding schemes, i.e., Alt. 1.1/1.2/1.3/1.4.

	Intel
	UPT vs overhead
	· Type II CSI DFT-based compression with padding of FD coefficients provides similar performance comparing to the case without padding (N3 = NSB × R)
· Type II CSI DFT-based compression with segmentation does not provide performance gains over other cases while it has slightly higher overhead

	MediaTek
	UPT
	Alt. 1-1 (average padding) provides gains/no loss compared with no-padding.

	Nokia/NSB
	UPT vs overhead
	We observe that Alt1.4 is, as expected, the worst performing, with significant degradation. Amongst the other three padding solutions, performance is very similar, with Alt1.2 showing slightly better behaviour than the others

	Qualcomm
	UPT vs overhead
	It can be seen that 1) the 4 extrapolation schemes achieve similar performance (around 1% difference), and 2) Alt3 achieves 70~110 bits less in payload with less than 1% performance loss compared to extrapolation.

	Samsung
	UPT vs overhead
	· Alt0 () achieves the best performance-overhead trade-off
· Alt1 ( is a multiple of 2, 3, or 5) incurs large performance loss due to possible misalignment/mismatch between an assumed precoder by the gNB and an actual precoder used by the UE while calculating CQI
· Alt2 (two segments) results in high overhead, and performs worse than Alt0 in terms of performance-overhead trade-off   

	ZTE
	UPT vs overhead
	Segmentation can provide performance gain and better Performance-Overhead trade-off over padding. The performance gain of segmentation over padding can be more than 5%. 



Observation: On the value of N3 for (NSB×R) > 13
· Alt0 () still represents the majority view (no substantial change for 3 recent meetings) 
· For the Alt1 scheme used for evaluation purposes, companies’ views diverge
· Overall, Alt0 for , Alt1 for  can be a good compromise between Alt0 and Alt1 proponents

Proposal: On the value of N3 for (NSB×R) > 13: Support Alt0 (N3=NSB×R) for 13 < (NSB×R) ≤ 19, Alt1 (padding) for (NSB×R) > 19
· FFS: Specification details for Alt1, e.g. the extent to which padding is captured in specification (to be discussed in RAN1#98)

Miscellaneous
Miscellaneous (other) issues were also mentioned in companies’ contributions such as:
· Other (non-DFT-based) compression schemes, e.g. Huffman coding for bitmaps
· UE capability issues, e.g. FD compression unit, parameter combination, extension of Rel.15 capabilities for Type II codebook, CPU occupancy, the number of Reporting Settings  
Since this meeting will focus on the issues listed in section 1, a summary of such miscellaneous issues is not included in this FL summary. 

[bookmark: _Ref536659947]Updated timeline and work plan
The timeline (with a set of milestones for each RAN1 meeting is updated with more details. The updated parts are highlighted in blue. 
[bookmark: _Ref526296952]Table 18 Proposed timeline along with the milestones
	98 (08/19)

	1. Finalize remaining details on UCI parameters: 
a. Values of 
b. Values of Minitial 
c. RI=3-4 bitmap: “1” restriction
d. Encoding of NNZC
e. “All zero” bitmap
2. Identify alternatives for and, if possible finalize, supported parameter combination 
3. Identify alternatives for UCI omission 
4. Identify alternatives for CBSR. 
5. Finalize extension to Type II port selection codebook
6. Select one scheme for Alt1 and one scheme for Alt2 of N3 for # units>13
7. [FL] Compile a list of RRC parameters per RAN1#98


 
	98B (10/19) – early projection
	99 (11/19) – early projection

	1. Finalize supported parameter combination
2. Finalize UCI omission
3. Finalize CBSR. 
4. Finalize N3 for # units>13
5. [FL] Finalize the list of RRC parameters
6. Discuss and identify issues on UE capabilities
	1. (Pre-)maintenance on Type II overhead reduction, i.e. finalize remaining issues on previous agreements
2. Finalize UE capabilities
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