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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In this contribution, we discuss the remaining details of DL TX timing adjustment/maintenance in IAB and provide our considerations on multiple parent nodes.
[bookmark: _Ref129681832]OTA synchronization
DL TX timing adjustment
According to the previous agreements, an IAB node should set its DL TX timing ahead of its DL Rx timing by TA/2 + T_delta, where T_delta is indicated by a parent node on an aperiodic basis. Generally, the parent node will send an initial TA value to IAB node in Msg2, while this initial TA value is just a rough estimate due to the limited bandwidth of SSB and PRACH. The initial TA will be further refined by the wideband TRS or SRS after initial access, so that the uplink signal of IAB node MT is well aligned with the parent node DU’s reception window. After getting a stable TA, the parent node can send T_delta to the IAB node. Then, the IAB node set the DU transmission timing accordingly. Therefore, it is straightforward that TA is the timing advance that is maintained by the IAB node MT when receiving T_delta.
Proposal 1: TA in TA/2+T_delta equals the timing advance that is maintained by the IAB node MT when receiving T_delta.
After receiving T_delta, the TA of IAB node MT may be updated due to various reasons. Some examples are given below:
· Case 1: The parent node DU refines the estimation of propagation delay
· Case 2: The beam switching of backhaul link and the UE applies an autonomous timing offset due to beam switching
· Case 3: The IAB node switches to another parent node, and the TA of MT is reset to 0
Case 1 may not be a problem since the parent node can choose to send T_delta until the accurate TA is acquired. For Case 2 and Case 3, the updated TA may not be suitable to determine the DL Tx timing for IAB node DU:
· Case 2: The new TA after beam switching is only a coarse estimation, which may decrease the accuracy of DL timing
· Case 3: When the parent node of the IAB node is changed, the TA signaled from the new parent node is apparently not appropriate to be used together with the T_delta signaled from the old parent node
The DL TX timing of IAB node DU should be stable, while the update of TA is much more frequent. Therefore, it is beneficial to decouple the TA update and DL TX timing adjustment. Specifically, if TA of MT is changed after setting the initial DL TX timing, the UL TX timing for MT should follow the TA update procedure as a legacy NR UE while the DL TX timing of DU should remain unchanged. On the other hand, if the parent node wants to adjust the TX timing of the IAB node DU, it can send an updated T_delta. The relationship among TA update, T_delta update, and DU TX timing adjustment is shown in Figure 1, and we have the following proposal:
Proposal 2: After setting the initial DL TX timing, the DL TX timing for IAB node DU should be adjusted only by the subsequent T_delta updates, rather by the TA updating of IAB node MT.

Figure 1:  The relationship among TA update, T_delta update and DU TX timing adjustment
For initial DL TX timing setting, the IAB node should apply T_delta once the DL TX of DU is activated. However, for subsequent DL TX timing update, there is a delay between receiving T_delta and application of T_delta. In detail, the updating of DL TX timing will result in changing of DL RX timing at child nodes and UEs. If the adjustment is smooth enough, the child nodes and UEs can track the timing changing by reference signals. However, if the adjustment of DL TX timing is too fast, the child nodes and UEs cannot track the timing changing, which will degrade performance of child links. To solve the problem, the maximum step of timing adjustment should be specified to avoid performance degradation of child links during DL TX timing update. Meanwhile, the minimum step of timing adjustment should also be specified which can reduce the delay of timing updating.
Proposal 3: For DL TX timing update, the maximum and minimum steps of timing adjustment should be specified by RAN4.
Further consideration for multiple parent nodes
An IAB node may change its parent node in case of route switching. Due to the DL TX misalignment of the two parent nodes incurred by many sources such as error accumulation across multiple hops, it is beneficial to do error averaging between the two parent nodes in order to reduce the synchronization error.

Figure 2:  Route switching of IAB node
For example, as is shown in Figure 2, an IAB node (Node 0) switches from Node 1 to Node 2. Assuming that the TX timing of the IAB node DU that is configured by old parent node (Node 1) is , and that configured by new parent node (Node 2) is .  We have:
DT1=DT0+E1
DT2=DT0+E2
where  is the ideal TX timing of all the nodes, E1 and E2 are timing errors for the old parent node and the new parent node, respectively, and the situation can be shown by Figure 3.

Figure 3:  TX and RX timing in case of route switching
The averaged DL TX timing is calculated as:

where  and  are the averaging weights, and . The synchronization error can be reduced by proper setting of  and .
Observation 1: The DL TX synchronization error can be mitigated by taking a weighted average of the DL TX timing of multiple parent nodes.
According the previous discussions, the error averaging can be done either at the donor node or the IAB node. To implement weighted averaging, two sets of information are necessary:
· Set 1: The configured DL TX timing from the parent nodes, i.e.  and 
· Set 2: The synchronization accuracy of the parent nodes, which is used to determine the value of  and 
Generally, IAB node only have Set 1, and donor node only have Set 2. Therefore, neither the IAB node nor the donor node can perform the error averaging without information exchanging. Then, two alternatives can be considered:
· Alt. 1: The IAB node reports the information about the configured DL TX timing to the donor node, and the donor node performs the error averaging by updating T_delta
· Alt. 2: The donor node sends the synchronization accuracy of the parent nodes to IAB node, and the IAB node performs the error averaging by adjusting the configured DL TX timing
However, it may be difficult to quantize the synchronization accuracy of a parent node. As an example, it was proposed that parent node can inform its hop order from a node having accurate synchronization source to the IAB node, and thus the IAB node can do error averaging based on this information. Taking the same example in Figure 2, an IAB node (Node 0) has an old parent node (Node 1) and a new parent node (Node 2). The hop order from accurate source of Node 1 and that of Node 2 are one and two, respectively. According to the hop order, the IAB node may suppose the synchronization error of Node 1 is smaller than the error of Node 2. However, the parent nodes may also do the error averaging, and thus the hop order from accurate source cannot present the synchronization accuracy of the parent nodes. For example, Node 2 may have switched from Node 4 to Node 3, and thus it can average the configured timing offsets from Node 4 and Node 3. Therefore, although the hop order from accurate source is larger, the synchronization error of Node 3 is smaller.
Observation 2: The synchronization accuracy of the parent nodes is difficult to measure and signaled, which makes the error averaging difficult to implement at an IAB node.
Therefore, it is more reasonable to leave error averaging to the IAB donor. In detail, the donor node can have a better estimation of synchronization errors of IAB nodes by fully controlling the error averaging of all the nodes. The IAB nodes can report the configured timing offsets in a precise manner.
Specifically, the donor node can gets  and , where  is the DL RX timing of IAB node MT from the new parent node. Actually,  is the estimated propagation delay between the new parent node and the IAB node, which is measured by the new parent node.  is the timing offset between the DL TX timing configured by the old parent node and the DL RX timing from the new parent node, which is measured by the IAB node. The IAB node can report to the donor node, and the parent node can report  to the donor node. After getting  and , the donor node can implement the error averaging by

Then, the donor node can send the averaged offset  to the parent node, and the parent node can calculate T_delta according to the offset and TA value.
Proposal 4: In case of route switching, to enable synchronization error averaging among multiple parent nodes, the following procedure can be adopted:
1) The IAB node reports the offset between the DL TX timing from the old parent node and DL RX timing from the new parent node () to the donor node
2) The parent node reports the estimated propagation delay ()  to the donor node
3) The donor node implements the error averaging, and sends the averaged offset to the parent node
4) The parent node calculate T_delta according to the averaged offset and TA value
Conclusions
In this contribution, we discuss the DL transmission timing alignment for IAB. Based on the discussion, we have the following observations and proposals:
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Observation 1: The DL TX synchronization error can be mitigated by taking a weighted average of the DL TX timing of multiple parent nodes.
[bookmark: _GoBack]Observation 2: The synchronization accuracy of the parent nodes is difficult to be measured and signaled, which makes the error averaging difficult to implement at an IAB node.
Proposal 1: TA in TA/2+T_delta equals the timing advance that is maintained by the IAB node MT when receiving T_delta.
Proposal 2: After setting the initial DL TX timing, the DL TX timing for IAB node DU should be adjusted only by the subsequent T_delta updates, rather by the TA updating of IAB node MT.
Proposal 3: For DL TX timing update, the maximum and minimum steps of timing adjustment should be specified by RAN4.
Proposal 4: In case of route switching, to enable synchronization error averaging among multiple parent nodes, the following procedure can be adopted:
1) The IAB node reports the offset between the DL TX timing from the old parent node and DL RX timing from the new parent node () to the donor node
2) The parent node reports the estimated propagation delay ()  to the donor node
3) The donor node implements the error averaging, and sends the averaged offset to the parent node
4) The parent node calculates T_delta according to the averaged offset and TA value
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