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Introduction
Based on the agreements made in RAN1#97 [1] and the offline email discussions after the meeting, the following remaining issues about the DFT-compression based Type II overhead reduction are discussed in this contribution. 
· UCI parameters
· FD basis subset selection indicator:  and 
· FFS on bitmap for rank 3-4 
· FFS on joint encoding of M’ and 
· FFS on polarization with all zero coefficients
· Supported parameter combinations
· UCI omission
· Codebook subset restriction
·  for 
· Extension to Type II port selection codebook
The relevant simulation results are provided in the appendix. This contribution is an update of R1-1908497. 
UCI parameters
The following agreements were made in RAN1#97 [1] and via offline email discussion regarding the remaining details about the UCI parameters.

	RAN1#97
Agreement
In RAN1#98, finalize the values of  based on the following aspects 
· Candidate values for  to be down selected/evaluated: at least {1.5, 2, 2.5}
· The set of values is to be finalized via offline email discussion prior to RAN1#98
· Configuration of : 
· Whether it is independent of other FD compression parameters, or dependent on at least one of the other FD compression parameters, i.e. p (=y0, and/or v0 for RI=3-4), L, β, and/or R 
· Whether  is rank-specific or rank-common
· Note: This is to be discussed along with the supported parameter combinations for (L, p, β, ) 

Agreement
In RAN1#98, decide if the specification will restrict the UE from reporting all “zero” in the bitmap for a polarization for each layer
Agreement 
For further details on the agreed UCI parameters in Table 1 of R1-1905629: 
· RI ({1,…, RIMAX}) and KNZ,TOT (the total number of non-zero coefficients summed across all the layers, where KNZ,TOT {1,2,…, 2K0} are reported in UCI part 1 
· FFS: If the total number of non-zero coefficients are jointly encoded with M’ (if supported) or independently encoded
· For RI=3-4, bitmaps, each with size-2LMi (i=0,1,…, RI-1, where i denotes the i-th layer) are reported in UCI part 2
· FFS: If alt 3-4 is supported, size-2LMi-1 (i=0,1,…, RI-1, where  i denotes the i-th layer) are reported in UCI part 2

Agreement
On SCI (RI>1) and FD basis subset selection indicator, support Alt B described in the following table.
· FFS: details on bitwidth and possible values for Minitial  reporting in UCI part 2
· FFS: whether the possible value(s) for Minitial  can depend on configured FD compression parameters
Conclusion
On the candidate UCI parameters listed in Table 2 of R1-1905629:
· The following parameters are not supported as a consequence of the previous agreements in RAN1#96bis:
· Indication of zero polarization reference amplitude values
· FD oversampling (rotation) Q3,
· (N1’ N2’)
· The following parameters are not supported due to lack of consensus:
· M’ as an independent parameter
· Does not preclude the support of M’ for the purpose of CSI omission (if supported)
· Basis sufficiency indicator (BSI)

	Offline agreement:
In RAN1#98, finalize the values of  via down selection from {1.5, 2, 2.5}
· FFS: =3 as an additional candidate 




In this section, we discuss the highlighted remaining issues about of the agreed UCI parameters. 
The first issue is the values of  for the two-step FD basis subset selection indicator. The simulation results comparing the three candidate values {1.5, 2, 2.5} is provided in Evaluation 1 in appendix A. Based on these results, we can observe the following.
Observation 1: There is no clear benefit of supporting multiple values of , and making  configurable
· the overhead difference for different alpha values is small
·  has slightly wosre performance than  and 2.5 in high overhead regime 
The value of  can therefore be fixed to a suitable value e.g. 2 or 2.5. 
Proposal 1:  is fixed, e.g. to 2 or 2.5.
The second issue is the bit-width and candidate values of  for the two-step FD basis subset selection indicator. Let  be the bit-width for  reporting, where  is parameterized as . The values of  for  are as follows.  
· B=1: 
· B=2: 
· B=3: 
The simulation results comparing  is provided in Evaluation 2 in appendix A. The normalized payload (number of bits for  divided by the total payload of CSI part 2) for a 5-bit  (which corresponds to the worst case) is shown in Fig. 3A, 3B, and 3C for five values for . Based on these results, we can observe the following.
Observation 2: 
· Reducing the bit-width of  incurs some loss (~0.2% per 1 bit reduction)
· The normalized payload of  is at most 2.5% of the total CSI part 2 payload.
When compared with the unrestricted  reporting, the max overhead saving is small (5 bits), and the performance loss is about 1%. The  can therefore be unrestricted, i.e. the bit-width of  is .   
Proposal 2: Support an unrestricted value set for  reporting, i.e., the bit-width of  is .
The third issue is the FFS on the size--1 bitmap for rank 3-4. Since size-2 bitmap is already agreed for rank 1-2, and 1-bit overhead saving is too small, for simpler specification, we prefer the same solution for rank 3-4, i.e., size- bitmap for rank 3-4. 
Proposal 3: Support size- bitmap for rank 3-4.    
The fourth issue is the FFS on joint encoding of M’ and . The arguments in support of M’ reporting are (a) dynamic FD basis selection at the UE, and (b) potential overhead saving due to reduction in the bitmap size if M’ < M is reported by the UE. But, there are at least the following issues with reporting M’ jointly with .
· The gNB cannot be sure about the quality of CSI. It may receive CSI than is lower resolution (due to poor UE implementation) than the actual CSI that it configured the UE for.
· Assuming M’ reporting is layer-common, the benefits of M’ reporting is unclear for high rank (i.e., rank 3-4) since the UE needs to be determine M’ considering all layers.   
· There is additional UE complexity due to dynamic FD basis subset selection and joint processing across layers. 
· If M’ is reported jointly with  without any additional overhead, the remaining  states are used for M’ reporting. However,  can be small (even zero), and hence the gain of M’ reporting is not always guaranteed. Perhaps, a better solution is when  states are divided equally into two for the two values of M’ (assuming 1-bit M’). This, however, reduces the range of values for .
Observation 3: Reporting M’ might have some benefits, but there are several issues that need to be considered, e.g. CSI resolution, solution for high rank, additional UE complexity/processing, and chance of such occurrences.    
Proposal 4: Joint encoding of M’ and  is not supported.
The fifth issue is the FFS on polarization with all zero coefficients. The chance of UE reporting all zero coefficients for a polarization is in all likelihood too small in general. For some parameter combinations, however, the UE may indeed report all zero coefficients quite often. This could have some adverse effect on gNB implementations. To avoid this, a specification supported can be provided. But, the solution should be simple, e.g. for each layer, UE is expected to report at least 1 NZ coefficient with index  and at least 1 NZ coefficient  with index .
Proposal 5: Support a simple solution to avoid a polarization with all zero coefficients, i.e., for each layer, UE is expected to report at least 1 NZ coefficient with index  and at least 1 NZ coefficient  with index .
Supported parameter combinations
The following agreements were made in RAN1#97 [1] and via offline email discussion regarding the supported parameter combinations.

	RAN1#97
Agreement
· ….
· FFS: Possible down-selection on the FD combination parameters in RAN1#98

In RAN1#98, finalize the values of  based on the following aspects 
· Candidate values for  to be down selected/evaluated: at least {1.5, 2, 2.5}
· The set of values is to be finalized via offline email discussion prior to RAN1#98
· Configuration of : 
· Whether it is independent of other FD compression parameters, or dependent on at least one of the other FD compression parameters, i.e. p (=y0, and/or v0 for RI=3-4), L, β, and/or R 
· Whether  is rank-specific or rank-common
· Note: This is to be discussed along with the supported parameter combinations for (L, p, β, ) 

	Offline agreement:
· Use the following criteria for down-selecting the supported parameter combinations:
1. Avoid overly complex down selection by reducing the number of combinations for (L,p,beta) only
0. Alpha has not been decided and making it N3 dependent is unnecessarily convoluted
1. For #1
1. Remove combinations with: 
0. the total overhead exceeding the max of Rel.15 Type II
0. the UPT lower than Rel.15 Type II for the same overhead  
1. When several combinations appear redundant in terms of overhead (sharing similar overhead – or vice versa), choose the one with the best UPT, unless the best combo is shown to be scenario-dependent. Then it is justified to support several combos with more or less the same overhead
· Use the following format for a proposed supported parameter combination:
	
	 (rank 1-2)
	 (rank 3-4)
	
	Restriction (if any)

	
	
	
	
	





  
The simulation results for the following parameter combinations (Table 1 and Table 2) is provided in Evaluation 3 in appendix A. 
[bookmark: _Ref16729496]Table 1: parameter combinations for rank 1 and dynamic rank 1-2 evaluations
	Evaluation
	Rank
	
	
	
	Phase
	
	#ports

	3.1
	1
	2,4
	
	
	8PSK,16PSK
	1
	16

	3.2
	Dynamic 1-2
	2,4
	
	
	
	
	16

	3.3
	1
	6
	
	
	
	
	32

	3.4
	Dynamic 1-2
	6
	
	
	
	
	32


[bookmark: _Ref16729498]Table 2: parameter combinations for dynamic rank 1-4 evaluations
	Evaluation
	Rank
	
	
	
	Phase
	
	
	#ports

	3.5
	Dynamic 1-4, 
	2,4
	
	
	8PSK,16PSK
	1
	-
	16

	3.6
	Dynamic 1-4, 
	
	
	
	16PSK
	2
	2
	



Based on the simulations results, we observe the following. 
Observation 4: According to the agreed criteria
· For rank 1-2, the following parameter combinations achieve the best performance-overhead trade-offs
	L
	p
	

	2
	0.25
	0.75

	4
	0.25
	0.50

	4
	0.25
	0.75

	4
	0.50
	0.50

	6
	0.25
	0.25

	6
	0.25
	0.50

	6
	0.50
	0.50


· For rank 3-4, the following parameter combinations achieve the best performance-overhead trade-offs
	L
	(y0,v0)
	

	2
	(1/4,1/8)
	0.25

	4
	(1/4,1/8)
	0.25

	4
	(1/4,1/8)
	0.50

	4
	(1/4,1/4)
	0.75


The supported set of parameter combinations can be a union of the two parameter combinations tables.
Proposal 6: Support the following parameter combinations
	
	 (rank 1-2)
	 (rank 3-4)
	
	Restriction (if any)

	2
	1/4
	1/8
	1/4
	

	2
	1/4
	1/8
	3/4
	

	4
	1/4
	1/8
	1/4
	

	4
	1/4
	1/8
	1/2
	

	4
	1/4
	1/4
	3/4
	

	4
	1/2
	1/4
	1/2
	

	6
	1/4
	-
	1/4
	32 ports, rank 1-2, R=1

	6
	1/4
	-
	1/2
	

	6
	1/4
	-
	3/4
	



UCI omission
[image: ]
[bookmark: _Ref16632868]Figure 1: UCI part 2
In this section, UCI omission mechanism for the DFT-compression based Type II CSI is discussed. Similar to Rel. 15 UCI omission, UCI part 2 can be segmented into the following segments (Figure 1). 
· UCI part 2 wideband: including the first PMI i1; and
· UCI part 2 subband: including the second PMI i2, where the components of the second PMI are grouped into two groups
· G1 (retained and reported): first group of second PMI components (for example, amplitude and phase of the first group of NZ coefficients)
· G2 (omitted): second group of second PMI components (for example, amplitude and phase of the second group of NZ coefficients).
The two groups, G1 and G2, can be determined based on the following alternatives. 
· Alt0: The SD beam indices  is used for grouping. For example, two polarizations can form two groups.
· Alt1: The FD beam indices  is used for grouping. 
· Alt2: The layer indices  is used for grouping. 
· Alt3: The NZ coefficients  reported in UCI part 1 is used for grouping. For example, the  NZ coefficients can be divided into two group.
Out of these alternatives, Alt0 is not preferred since the gNB can’t reconstruct half of the precoding matrix if a group is omitted. Likewise, Alt2 is not preferred since the gNB will not receive some of the layers if a group is omitted. The issue with Alt1 is the ambiguity in the payload of the two groups since the gNB can’t determine the payload of two groups after decoding UCI part 1. We therefore prefer Alt3 since it has no payload ambiguity.   
Also, the strongest coefficient (indicated via SCI) is included in the first group G1 since the gNB needs to know the strongest coefficient even if G2 is omitted.
Proposal 7: For UCI omission, 
· Reuse Rel.15 UCI omission mechanism comprising the following segments
· CSI part 2 wideband including the first PMI i1
· CSI part 2 subband including the second PMI i2 segmented into two groups
· G1 (retained and reported): first group of second PMI components
· G2 (omitted): second group of second PMI components
· The NZ coefficients  reported in UCI part 1 is used for grouping.
· The strongest coefficient (indicated via SCI) is included in G1.
Regarding PMI components, similar to Rel. 15, the PMI comprises a first PMI (i1) and a second PMI (i2). The first PMI (i1) comprises the following components.
· Oversampling (rotation) factor : 2 bits for each 
·  to indicate SD orthogonal basis comprising  DFT beams
· SD basis indicator (layer-common): indicated using  bits
· FD basis indicator (layer-specific): indicated using  bits, e.g.,  if  and  if , where  number of supported values for  
· Strongest coefficient indicator (layer-specific):  bits indicating the strongest coefficient,  for rank 1 and  per layer for rank > 1. 
· The strongest coefficient = 1, hence its amplitude and phase are not reported.
· Size-subset selection (layer-specific):  bits per layer indicating reported NZ coefficients
The second PMI (i2) comprises indication about the SB components, i.e., amplitude and phase of the remaining  NZ coefficients. The SB components are layer-specific. For each layer, the payload of these components are as follows.
· Amplitude:  bits, where
·  is number of bits for the reference amplitude 
·  is number of bits for the differential amplitude 
· Phase:  bits, where  is number of bits configured for the phase. 

Proposal 8: The PMI comprises a first PMI (i1) and a second PMI (i2).
· The PMI (i1) comprises the following components.
· Oversampling (rotation) factor  for SD basis
· SD basis indicator (layer-common)
· FD basis indicator (layer-specific)
· Strongest coefficient indicator (layer-specific)
· Size-subset selection bitmap (layer-specific)
· The second PMI (i2) comprises the following layer-specific components.
· Amplitude: 
· reference amplitude for the weaker polarization
· differential amplitude for each of  NZ coefficients
· Phase for each of  NZ coefficients

Codebook subset restriction
In RAN1#95 [2], the following agreement was made about codebook subset restriction (CBSR).
	Agreement
For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· Note: The same DFT-based compression scheme is extended for Type II port selection codebook
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism 
· Note: Additional compression scheme(s) are not precluded  



In Rel. 15, CBSR is supported to restrict SD beams. The same mechanism can be used to restrict SD beams in Type II CSI overhead reduction. The need for CBSR to restrict FD beams (components) is unclear,. While the technical motivation to restrict SD beams (which is to minimize interference in certain spatial directions) is well-understood, there is no clear motivation to restrict FD beams (components). Also, restricting FD beams may result in large performance loss if a few strong FD beams/components are prohibited/restricted (hence can’t be used) for FD compression. Unless some use cases or/and technical motivation is justified, CBSR to restrict FD beams needs more study/discussion in RAN1. 
Now, according to agreed quantization scheme, the coefficient amplitude  is a product  where  is a reference amplitude and  is a differential amplitude. In Rel. 15, a 2-bit amplitude restriction is used to restrict the maximum allowed value of the WB amplitude (which upper bounds the overall amplitude). The same 2-bit amplitude restriction mechanism can be used in Type II CSI overhead reduction. In particular, the 2-bit amplitude restriction can be according to one of the following alternatives.
· Alt0: restrict only reference amplitude
· Alt1: restrict only differential amplitude
· Alt2: restrict both differential and reference amplitudes
· Alt3: restrict overall amplitude 
Comparing these alternatives, Alt0 is not valid since it can only restrict amplitudes corresponding to one (“weaker polarization”) of the two antenna polarizations (since reference amplitude = 1 for the polarization of the strongest coefficient). Restricting both reference and differential amplitudes (Alt2) is unnecessary and over-design since the purpose of amplitude restriction is to restrict the maximum amplitude values, which can be done by restricting only differential amplitude (Alt1) or the overall amplitude (Alt3). Between Alt1 and Alt3, Alt3 is preferable in our view since it restricts the overall amplitude, not only one of its components (e.g. only differential in Alt1). Also, there is another issue with Alt1 which is that the differential amplitude restriction has to consider the worst case, which is when the reference amplitude equals 1. When the reference amplitude < 1, it is obvious that the overall amplitude will always be less than the maximum allowed value due to the multiplication with the reference amplitude. This will result in some performance loss.   
Proposal 9: Support the following for CBSR for Type II CSI overhead reduction in Rel. 16.
· For SD beams, reuse Rel. 15 CBSR mechanism for Type II CSI reporting.
· For FD beams/components, study whether CBSR is necessary.
· For amplitude restriction, reuse Rel. 15 2-bit amplitude restriction to restrict the overall amplitude 

 for 
The following agreements were made about  value for  in RAN1#97 [1].

	Agreement
On the value of N3 for (N3=NSB×R) > 13:
· For Alt1 (padding), consider only extrapolation-based scheme and decide on the final specific design alternatives in RAN1#97 (Reno) for down selection in RAN1#98 (Prague)
· For Alt2 (two segments), the following alternatives will be considered for down selection in RAN1#98 (Prague): 
· Alt2.1: S1: 1, …, Y;     S2: NSB×R -Y+1, …, NSB×R
· Alt2.2: S1: 1, …, N3;  S2: NS - N3+1, …, NS 
Agreement
On Alt1 (padding, as described in R1-1907783) for N3, for evaluation purposes, select one of Alt1.1, 1.2, 1.3, and 1.4 in RAN1#98 (Prague) as described in the table of R1-1907783.
· Alt1.1, 1.2, 1.3, 1.4 are described in R1-1907783



There are at least the following issues with these two alternatives (Alt1 and Alt2 highlighted above).
· Two different solutions for  and  adds to UE implementation complexity. A single solution for both cases should be preferred.  
· The threshold value (13) is arbitrary. The rationale behind this value is unclear. Due to this threshold value, a UE needs two different implementations (one for <= 13 case and another for >13 case) even for R=1. 
Also, based on simulation results in appendix A, we observe the following.
Observation: When ,
· Alt0 () achieves the best performance-overhead trade-off
· Alt1 ( is a multiple of 2, 3, or 5) incurs large performance loss due to possible misalignment/mismatch between an assumed precoder by the gNB and an actual precoder used by the UE while calculating CQI
· Alt2 (two segments) results in high overhead, and performs worse than Alt0 in terms of performance-overhead trade-off   
Based on these results and the abovementioned issues, we prefer Alt0 for both  and .
Proposal 10: Support  for  (i.e. Alt0).

Extension to Type II port selection codebook
The following agreement was made in RAN1#95 [2].
	Agreement
For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· Note: The same DFT-based compression scheme is extended for Type II port selection codebook
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism 
· Note: Additional compression scheme(s) are not precluded  


[bookmark: _Ref446598642]Another open issue (highlighted above) is the extension of DFT-based compression to Type II port selection codebook. A simple extension in our view is to reuse  in Rel.15 Type II port selection codebook, i.e.,  performs L port selection (common for two polarizations).
Proposal 11: Reuse Rel. 15  for extension of DFT-based compression to Type II port selection codebook, where  performs L port selection (common for two polarizations); and details follows Rel. 15. 
Conclusions
In this contribution, remaining issues about DFT-compression based Type II CSI overhead reduction. The proposals and observations made are summarized as follows.
Observation 1: There is no clear benefit of supporting multiple values of , and making  configurable
· the overhead difference for different alpha values is small
·  has slightly wosre performance than  and 2.5 in high overhead regime 
Observation 2: 
· Reducing the bit-width of  incurs some loss (~0.2% per 1 bit reduction)
· [bookmark: _GoBack]The normalized payload of  is at most 2.5% of the total CSI part 2 payload.
Observation 3: Reporting M’ might have some benefits, but there are several issues that need to be considered, e.g. CSI resolution, solution for high rank, additional UE complexity/processing, and chance of such occurrences.  
Observation 4: According to the agreed criteria
· For rank 1-2, the following parameter combinations achieve the best performance-overhead trade-offs
	L
	p
	

	2
	0.25
	0.75

	4
	0.25
	0.50

	4
	0.25
	0.75

	4
	0.50
	0.50

	6
	0.25
	0.25

	6
	0.25
	0.50

	6
	0.50
	0.50


· For rank 3-4, the following parameter combinations achieve the best performance-overhead trade-offs
	L
	(y0,v0)
	

	2
	(1/4,1/8)
	0.25

	4
	(1/4,1/8)
	0.25

	4
	(1/4,1/8)
	0.50

	4
	(1/4,1/4)
	0.75


 
Proposal 1:  is fixed, e.g. to 2 or 2.5.
Proposal 2: Support an unrestricted value set for  reporting, i.e., the bit-width of  is .
Proposal 3: Support size- bitmap for rank 3-4.    
Proposal 4: Joint encoding of M’ and  is not supported.
Proposal 5: Support a simple solution to avoid a polarization with all zero coefficients, i.e., for each layer, UE is expected to report at least 1 NZ coefficient with index  and at least 1 NZ coefficient  with index .
Proposal 6: Support the following parameter combinations
	
	 (rank 1-2)
	 (rank 3-4)
	
	Resections (if any)

	2
	1/4
	1/8
	1/4
	

	2
	1/4
	1/8
	3/4
	

	4
	1/4
	1/8
	1/4
	

	4
	1/4
	1/8
	1/2
	

	4
	1/4
	1/4
	3/4
	

	4
	1/2
	1/4
	1/2
	

	6
	1/4
	-
	1/4
	32 ports, rank 1-2, R=1

	6
	1/4
	-
	1/2
	

	6
	1/4
	-
	3/4
	


Proposal 7: For UCI omission, 
· Reuse Rel.15 UCI omission mechanism comprising the following segments
· CSI part 2 wideband including the first PMI i1
· CSI part 2 subband including the second PMI i2 segmented into two groups
· G1 (retained and reported): first group of second PMI components
· G2 (omitted): second group of second PMI components
· The NZ coefficients  reported in UCI part 1 is used for grouping.
· The strongest coefficient (indicated via SCI) is included in G1.
Proposal 8: The PMI comprises a first PMI (i1) and a second PMI (i2).
· The PMI (i1) comprises the following components.
· Oversampling (rotation) factor  for SD basis
· SD basis indicator (layer-common)
· FD basis indicator (layer-specific)
· Strongest coefficient indicator (layer-specific)
· Size-subset selection bitmap (layer-specific)
· The second PMI (i2) comprises the following layer-specific components.
· Amplitude: 
· reference amplitude for the weaker polarization
· differential amplitude for each of  NZ coefficients
· Phase for each of  NZ coefficients
Proposal 9: Support the following for CBSR for Type II CSI overhead reduction in Rel. 16.
· For SD beams, reuse Rel. 15 CBSR mechanism for Type II CSI reporting.
· For FD beams/components, study whether CBSR is necessary.
· For amplitude restriction, reuse Rel. 15 2-bit amplitude restriction to restrict the overall amplitude 
Proposal 10: Support  for  (i.e. Alt0)
Proposal 11: Reuse Rel. 15  for extension of DFT-based compression to Type II port selection codebook, where  performs L port selection (common for two polarizations); and details follows Rel. 15. 
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Appendix A
For performance evaluation, the non-full-buffer system-level evaluation is carried out for Dense Urban (Macro only) channel model. The relevant simulation assumptions and parameters are according to the agreed assumptions in RAN1#94bis, and are enlisted in Table 3 in Appendix B. 
· For SU, as reference scheme, Rel. 15 Type II for rank 1-2 and Rel. 15 Type I for rank 3-4 is considered in this evaluation. For comparison, simple extension of Rel. 15 Type II codebook up to rank 4 is also considered.
· For MU, as reference, Rel. 15 Type II with L = 2, WB+SB amplitude, and 8-PSK phase is considered.
Evaluation 1: FD basis indicator,  value
The performance-overhead trade-offs of the three candidate values {1.5, 2, 2,5} of  are compared. The results are provided in Figure 2 for the following parameters. 
· , , 16PSK phase, and 

[bookmark: _Ref16760078]Figure 2: performance-overhead trade-offs for values of 
Evaluation 2: FD basis indicator, 
The performance of  for -bit , as explained in Section 2, is evaluated. The results are shown in Figure 3 for the following parameters. 
· , , 16PSK phase, , and 

[bookmark: _Ref16760784]Figure 3: Minit
The normalized payload (number of bits for  divided by the total payload of CSI part 2) for a 5-bit  (which corresponds to the worst case) is shown in Fig. 3A, 3B, and 3C for five values for .

Fig 3A: normalized bit-width of 

Fig 3B: normalized bit-width of 

Fig 3C: normalized bit-width of 

Evaluation 3: supported parameter combinations
The performance-overhead trade-offs of different parameter combinations according to Evaluation 3.1 through 3.6, as explained in Section 2, are compared. The results are shown in Figure 4 through Figure 9 for Evaluation 3.1 through 3.6, respectively. 
[image: ]
[bookmark: _Ref16761249]Figure 4: performance-overhead trade-offs for Evaluation 3.1 (rank 1, L=2,4)
[image: ]
Figure 5: performance-overhead trade-offs for Evaluation 3.2 (dynamic rank 1-2, L=2,4)
[image: ]
Figure 6: performance-overhead trade-offs for Evaluation 3.3 (rank 1, L=6)
[image: ]
Figure 7: performance-overhead trade-offs for Evaluation 3.2 (dynamic rank 1-2, L=6)
[image: ]
Figure 8: performance-overhead trade-offs for Evaluation 3.5 (dynamic rank 1-4, )
[image: ]
[bookmark: _Ref16761260]Figure 9: performance-overhead trade-offs for Evaluation 3.6 (dynamic rank 1-4, )
Evaluation 4: N3
We compare the two alternatives (Alt1 and Alt2 in Section 1) for . For comparison, (Alt0)  is also considered in this evaluation. The results are provided in Figure 10 () and Figure 11 () for the following parameters and assumptions. 
· Spatial compression: L = 4
· Frequency compression: M = 6
· Rank 1 only
·  for Alt1 and Alt2
· Padding in Alt1 is random between the following three padding options.
· Option 0:  FD units are padded before the  FD units corresponding to the CQI SBs
· Option 1:  FD units are padded after the  FD units corresponding to the CQI SBs
· Option 2:  FD units are padded before the  FD units corresponding to the CQI SBs, and the remaining  FD units are padded after.
· For Alt2,  FD units are allocated to the first segment, and the remaining  FD units are allocated to the second segment. In order to align the number of FD units in the CQI SBs and the total number of FD units in two segments, some of FD units in the two segments can overlap.

[bookmark: _Ref1129623]Figure 10: Performance-overhead trade-off for  and 

[bookmark: _Ref1129624]Figure 11: Performance-overhead trade-off for  and 
Appendix B
[bookmark: _Ref525812457]Table 3: Simulation assumptions
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	Evaluation 1,2,3: FR1, 4GHz with 13 SBs, 10 MHz BW 
Evaluation 4: FR1, 4GHz, 20 MHz BW 

	Inter-BS distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	L=2,4: 16 ports: (M, N, P, Mg, Ng, Mp, Np) = (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
L=6: 32 ports: (M, N, P, Mg, Ng, Mp, Np) = (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	Evaluation 1, 2, 3.5, 3.6: 4RX: (M, N, P, Mg, Ng, Mp, Np) = (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ 
Evaluation 3.1, 3.2, 3.3, 3.4, 4: 2RX: (M, N, P, Mg, Ng, Mp, Np) = (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ 

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	Evaluation 1,2,3: 15kHz 
Evaluation 4: 30kHz

	Number of RBs
	Evaluation 1,2,3: 52 for 15 kHz SCS  SB size = 4 and #SBs = 13
Evaluation: #SBs = 11, 21

	Simulation bandwidth 
	Evaluation 1,2,3: 10 MHz,15kHz SCS
Evaluation 4: 20 MHz, 30kHz SCS

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	Evaluation 1,2, 3.5, 3.6: SU
Evaluation 3.1, 3.2, 3.3, 3.4, 4: SU/MU-MIMO with rank adaptation

	MIMO layers
	Up to 4 layers

	CSI feedback 
	Feedback assumption 
· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead 
	DMRS, CSI-RS, PDCCH 

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	Evaluation 3.1,3.2,3.3,3.4: 50% 
Evaluation 1,2,3.5,3.6: 20% 

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	Evaluation Metric
	Throughput vs CSI feedback overhead (bits)

	Baseline for performance evaluation
	Rel-15 Type II Codebook 




B=1	B=2	B=3	1	1.0019226345022512	1.0036316429486969	Minit (B bits)


Avg. UPT



(y0,v0)=(1/4,1/8), N3' is 5bits

beta=1/4	5.235602094240838E-3	1.0416666666666666E-2	1.5544041450777202E-2	2.0618556701030927E-2	2.564102564102564E-2	beta=1/2	3.3003300330033004E-3	6.5789473684210523E-3	9.8360655737704927E-3	1.3071895424836602E-2	1.6286644951140065E-2	beta=3/4	2.4096385542168677E-3	4.807692307692308E-3	7.1942446043165471E-3	9.5693779904306216E-3	1.1933174224343675E-2	Minit bit-width 


Minit bit-width / UCI part 2 payload 




(y0,v0)=(1/4,1/4), N3'is 5bits

beta=1/4	3.6900369003690036E-3	7.3529411764705881E-3	1.098901098901099E-2	1.4598540145985401E-2	1.8181818181818181E-2	beta=1/2	2.6109660574412533E-3	5.208333333333333E-3	7.7922077922077922E-3	1.0362694300518135E-2	1.2919896640826873E-2	beta=3/4	2.0202020202020202E-3	4.0322580645161289E-3	6.0362173038229373E-3	8.0321285140562242E-3	1.002004008016032E-2	Minit bit-width 


Minit bit-width / UCI part 2 payload 




(y0,v0)=(1/2,1/4), N3' is 5bits

beta=1/4	2.8169014084507044E-3	5.6179775280898875E-3	8.4033613445378148E-3	1.11731843575419E-2	1.3927576601671309E-2	beta=1/2	1.8148820326678765E-3	3.6231884057971015E-3	5.4249547920433997E-3	7.2202166064981952E-3	9.0090090090090089E-3	beta=3/4	1.3386880856760374E-3	2.6737967914438501E-3	4.0053404539385851E-3	5.3333333333333332E-3	6.6577896138482022E-3	Minit bit-width 


Minit bit-width / UCI part 2 payload 




20 MHz BW, N_SB=21, R=1

R15 TypeII, L={2,3,4}	272	364	539	1	1.0213346089452282	1.0434824204735709	Alt0: N3=N_SB x R	115	158	243	0.96919397273379571	1.023630710356374	1.058981104998804	Alt2: two segments	207	293	463	1.0434824204735709	1.0696005740253527	1.0802678784979669	Alt1: N3 is a multiple of 2, 3, or 5	117	160	245	0.96700550107629757	0.98406840468787382	0.99331499641234144	Rank 1 overhead


Avg. UPT




20 MHz BW, N_SB=11, R=2

R15 TypeII, L={2,3,4}	152	204	299	1	1.0164620159222777	1.0309449916790356	Alt0: N3=N_SB x R	116	159	244	0.98389780956236228	1.0266270858633562	1.0554131246345522	Alt2: two segments	207	293	463	1.0490262222821931	1.0718751405568299	1.0767777627850492	Alt1: N3 is a multiple of 2, 3, or 5	117	160	245	0.98539783205145515	1.0077339990104799	1.0179305536814645	Rank 1 overhead


Avg. UPT




R15:TypeII, R34:TypeI, L={2,4}	265	605	1	1.0257356155043096	L=2,(y0,v0)=(1/4,1/8),alpha=1.5	100	156	212	1.0096858226830077	1.0262426351032397	1.0384810392153434	L=2,(y0,v0)=(1/4,1/8),alpha=2	104	160	216	1.0095809220763325	1.029756805426858	1.0357186565728971	L=2,(y0,v0)=(1/4,1/8),alpha=2.5	108	164	220	1.0067311222616571	1.028620382187877	1.0408413028655348	L=4,(y0,v0)=(1/4,1/8),alpha=1.5	191	303	415	1.0586044722625312	1.0860709477769812	1.0943580957043202	L=4,(y0,v0)=(1/4,1/8),alpha=2	195	307	419	1.0597234120670664	1.0895501512317078	1.0983967690613143	L=4,(y0,v0)=(1/4,1/8),alpha=2.5	199	311	423	1.0627480462262007	1.0935014074164728	1.1001101456370088	Worst case overhead


Avg. UPT
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