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Introduction
Good progress was achieved for MU-CSI in RAN1#97 and both the codebook design as well as the corresponding UCI design is almost finalized. We summarize our understanding of the agreements achieved so far as well as open discussion points as follows:
· Precoder vectors for all FD-units/subbands for a layer is given by size-matrix 
·  #SD dimensions (number of antenna ports)
·  = #FD dimensions (number of PMI subbands)
· The value  (PMI subband size indicator) is RRC configured
· FFS if R=2 is associated with UE capability or processing relaxations
·  is the number of CQI subbands
· This applies for , 
· For , downselect between padding, segmentation or same behavior
· For padding, downselect between the alternatives in Table 1 in RAN1#98 (Prague)
· For segmentation, the following alternatives will be considered for down selection in RAN1#98 (Prague): 
· Alt2.1: S1: 1, …, Y;     S2: NSB×R -Y+1, …, NSB×R
· Alt2.2: S1: 1, …, N3;  S2: NS - N3+1, …, NS 
· FFS how to handle edge subbands
·  is size- spatial compression matrix
·  is size- frequency compression matrix
·  is size coefficient matrix
· Precoder normalization: the precoding matrix for given rank and unit of  is normalized to norm 1/sqrt(rank) 
· RI ({1,…, RIMAX}) is reported in UCI Part 1
· Spatial domain (SD) compression by  
·  spatial domain basis vectors (mapped to the two polarizations, so  in total) selected
· Compression in spatial domain using  , where  are orthogonal DFT vectors (same as Rel. 15 Type II) from rotated DFT basis
· 4 rotation hypotheses per spatial dimension corresponding to 4x oversampling
· SD-basis selection is layer-common
· The value of  (number of “beams”, SD-basis vectors) is RRC configured
· L=6 only supported for limited parameter setting:
· 32 Tx, R=1, 
· Optional UE capability, FFS UE processing relaxations
· Frequency-domain (FD) compression by 
· Compression via , where  are  size- orthogonal DFT vectors
· Number of FD-components , where  for RI=1-2 and  for RI=3-4 
· The parameters (y0, v0) are jointly configured in RRC and take values from    
· FD-basis selection is layer-specific but uses a layer-common intermediary subset for N3>19
· For N3≤19, one-step free selection is used
· FD-basis selection per layer indicated with a   bit combinatorial indicator
· For N3>19, two-step selection with layer-common intermediary subset (IntS) is used
· A window-based IntS which is fully parameterized with Minitial, indicating that the intermediate basis set consists of FD bases mod(Minitial + n, N3), n=0,1, …, 
· FFS: details on bitwidth and possible values for Minitial  reporting in UCI part 2
· FFS: whether the possible value(s) for Minitial  can depend on configured FD compression parameters
· The value  where  is higher-layer configured from two possible values 
· Candidate values for  to be down selected/evaluated: at least {1.5, 2, 2.5}
· The set of values is to be finalized via offline email discussion prior to RAN1#98
· Configuration of : 
· Whether it is independent of other FD compression parameters, or dependent on at least one of the other FD compression parameters, i.e. p (=y0, and/or v0 for RI=3-4), L, β, and/or R 
· Whether  is rank-specific or rank-common
· Note: This is to be discussed along with the supported parameter combinations for (L, p, β, ) n
· The 2nd step subset selection is indicated by an -bit combinatorial indicator (for each layer) in UCI part 2
· Linear combination by   (for a layer i)
·   is composed of linear combination coefficients
· Coefficient subset selection
· Only a subset  coefficients are non-zero and reported
· The  non-reported coefficients are zero and not reported
· The maximum number of non-zero coefficients per layer is  
·  is RRC configured
· For RI={2,3,4}, the total max # NZ coefficients across all layers ≤ 2K0
· Coefficient subset selection, for each layer  is indicated with a size-2LMi bitmap with  ones in UCI Part 2
· FFS if one bit corresponding to the strongest coefficient can be removed
· Indication of KNZ,TOT (the total number of non-zero coefficients summed across all the layers, where KNZ,TOT {1,2,…, 2K0}) is given in UCI Part 1, so that UCI Part 2 payload can be known
· FFS: If the total number of non-zero coefficients are jointly encoded with M’ (if supported) or independently encoded
· FFS: Decide if the specification will restrict the UE from reporting all “zero” in the bitmap for a polarization for each layer
· Coefficient quantization according to 
· Strongest coefficient: Strongest coefficient  (hence its amplitude/phase is not reported) indicated with a per-layer SCIi
· For RI=1, a -bit indicator for the strongest coefficient index, SCI,  
· For RI>1, a –bit (i=0,1,…(RI - 1)). The location (index) of the strongest LC coefficient for layer i before index remapping is  , , and  is not reported
· Index remapping:
· For layer i, the index mi of each nonzero LC coefficient    is remapped with respect to  to   such that  . The FD basis index  associated to each nonzero LC coefficient   is remapped with respect to   to    such that . The sets   and   are reported.
· Informative note (for the purpose of reference procedure): The index of nonzero LC coefficients is remapped as . The codebook index associated with nonzero LC coefficient index  is remapped as .
· Two polarization-specific reference amplitudes 
· For the polarization associated with the strongest coefficient  and hence not reported
· For the other polarization, the reference amplitude is quantized to 4 bits:  
· The alphabet is  (-1.5dB step size)
· For : 
· For each polarization, differential amplitudes  of the coefficients calculated relative to the associated polarization-specific reference amplitude and quantized to 3 bits 
· The alphabet is  (-3dB step size)
· Each phase  is quantized to either 8PSK (3-bit) or 16PSK (4-bit) (configurable)


Table 1: Alternatives for Padding
	Notation:
· : the number of FD compression units (derived from the number of CSI subbands and R) before padding. 
· : the smallest integer which is a multiple of 2, 3 or 5 and is larger than .
· {, }: The precoding coefficient of the unit  in the original  units. 
· : extrapolation length 
· : padding coefficients 

Procedure:  units are prepended to the original  units; and  units are appended to the original  units, resulting in:
· When :  
· When : 
· When : 
  
Padding signal (extrapolation):
· Alt 1.1: Average:  
· Alt 1.2: Raised cosine extrapolation: 
· When : 
· When : 
· When : 
· Alt 1.3: Repetition:
· If  , 
· If 
· Alt 1.4: Zero padding: 



The remaining open issues that are addressed in this contribution is thus:
1. Remaining details on UCI parameters: 
· Values of 
· Values of Minitial 
· RI=3-4 bitmap: “1” restriction
· Decide if M’ is jointly encoded with NNZC or NNZC is independently encoded
2. Decide preferred scheme for segmentation and padding, respectively
3. Reduce the number of supported parameter combinations 
4. Determine UCI omission procedure
5. Determine CBSR scheme
6. UE capability related issues
Remaining details on UCI parameters
Values of 
In RAN1#97, it was agreed to use a two-step FD-basis indication when the number of FD-units is larger than 19:
Agreement 
· The following FD basis subset selection scheme is supported:
· For N3≤19, one-step free selection (cf. Alt5.1 in RAN1#96bis) is used 
· 
For N3>19, IntS is window-based and fully parameterized with Minitial, indicating that the intermediate set consists of FD bases mod(Minitial + n, N3), n=0,1, …,  
· 
The value  where  is higher-layer configured from two possible values 
· FFS (to be finalized in RAN1#98 Prague): the supported parameter combinations for (L, p, β, )
· The 2nd step subset selection is indicated by an X2-bit combinatorial indicator (for each layer) in UCI part 2

Agreement
In RAN1#98, finalize the values of  based on the following aspects 
· Candidate values for  to be down selected/evaluated: at least {1.5, 2, 2.5}
· The set of values is to be finalized via offline email discussion prior to RAN1#98
· Configuration of : 
· Whether it is independent of other FD compression parameters, or dependent on at least one of the other FD compression parameters, i.e. p (=y0, and/or v0 for RI=3-4), L, β, and/or R 
· Whether  is rank-specific or rank-common
· Note: This is to be discussed along with the supported parameter combinations for (L, p, β, ) 


The remaining issue is thus to determine the value(s) of  To determine appropriate values, we perform evaluations for (up to) rank-4 PMI reporting, using the baseline codebook parameters  and using 13 CQI subbands so that the number of FD-units . Two FD-basis sizes are evaluated:  and . There is no constraint on the Minital value range. For each codebook configuration,  is evaluated in addition to 1-step FD-basis reporting (which constitutes an upper bound). The cell edge UPT gain over Type I codebook is plotted with respect to rank-4 PMI overhead in Figure 1. 

[image: ]1-step selection


[bookmark: _Ref16669506]Figure 1: Performance of high-rank codebook extension for different intermediary subset sizes
An immediate observation is that the performance difference between different  values is small, for the high overhead configuration ( there is no performance difference at all, which makes sense since the intermediary subset contains quite many FD-components already for . However, for the low overhead configuration ( there is some performance loss with decreasing , although quite small.
[bookmark: _Toc16856249]The variation in performance for different  values is very small
In our view, such small performance difference does not motivate having  as a configurable parameter. Instead, a single value should be chosen and be fixed in specification. Based on the observed performance  could be a reasonable value.
[bookmark: _Toc16769293][bookmark: _Toc16856265]For intermediary FD-basis size, is fixed in specification

Values of 
According to the agreement in RAN1#97, the intermediary subset is expressed as mod(Minitial + n, N3), n=0,1, …,. One remaining issue is how/whether Minitial is reported in UCI and in that case what the value range for Minitial should be. It was also agreed in RAN1#97 that the cyclic shift property is utilized to rotate the FD-basis so that the strongest coefficient always occur in the 0th FD component. Thus, by definition, the 0th FD-component must be included in the intermediary FD-basis subset. This effectively limits the value range to , i.e. there are only  candidate values, which is illustrated in Figure 2.
[image: ]
[bookmark: _Ref16671104]Figure 2: Illustration of value range for Minital
The maximum value of  which is possible to configure is when (which only occurs for R=2) and , resulting in . This results in a maximum value of 20 (according to the proposal) and thus at most 5 bits are required to feed back Minitial. 
[bookmark: _Toc16856250]Maximum bitwidth of Minital without constrains on range is 5 bits
While it is likely that the intermediary subset FD-basis window is centred around the 0th FD component and that reducing the candidate value range to a include only a subset of the full range will not significantly reduce the performance, the possible overhead saving is very limited, only a few bits. In our view, this is a small issue and we should not spend precious RAN1 TUs on optimizing this value range. Therefore, it is preferred to have full flexibility in selecting Minital.
[bookmark: _Toc16769294][bookmark: _Toc16856266]The value range of , i.e. no restrictions


Restriction on at least one ‘1’ per polarization in the bitmap

In RAN1#97, an issue was raised regarding if at least one non-zero coefficient should be forced to be reported for each polarization:
Agreement
In RAN1#98, decide if the specification will restrict the UE from reporting all “zero” in the bitmap for a polarization for each layer

The motivation for this restriction is that if the UE reports a precoder which only contains non-zero coefficients corresponding to SD-basis vectors of a single polarization, half of the antennas/PAs of the gNB antenna array may need to be silent leading to a loss in total Tx power. Of course, this assumes that all transmitted layers (both co-scheduled MU-layers and other SU-layers reported by the UE) also uses the same polarization, which is not likely the case. But regardless, we should still consider the SU-MIMO scenario where the UE reports rank-1 PMI. If no rule is introduced and the UE indeed reports a “zero” polarization”, the transmitted power would be reduced by 3dB.
However, even if a rule is introduced and the UE is forced to report at least one non-zero coefficient per polarization for a layer, the UE could report a single coefficient with a small amplitude for that polarization but reports many coefficients with large amplitudes for the other polarization. This likely result implies that the ratio of “power of strong polarization / power of weak polarization” of the precoder is very high and that, if the gNB follows the exact precoder recommendation by the UE, the Tx power corresponding to the PAs associated with the weak polarization would be vey small, leading to a power loss still around ~3dB . However, since the gNB has phase information for the weaker polarization, it can in its implementation override the UE’s recommendation and boost the power on the weaker polarization PAs so as to utilize the full available Tx power. 
[bookmark: _Toc16856251]If at least one coefficient is reported for the weaker polarization, a gNB implementation can transparently boost the amplitude of that coefficient to utilize the full available Tx power
Therefore, it makes sense to include such a restriction in the specification.
[bookmark: _Toc16769295][bookmark: _Toc16856267]The UE is required to report at least one non-zero coefficient per polarization
Of course, the term polarization will not be used in the specification, but the above restriction can be formulated in terms of “first/second antenna port group” or simply mathematically based on the SD-basis index . Exact formulation is up to the spec editor.

Decide if M’ is jointly encoded with NNZC
While it was agreed in RAN1#97 that M’ is not supported as an independent parameter UCI Part 1, which would have allowed the UE to dynamically select the size of the FD-basis, it was left for further study if M’ instead can be jointly encoded with the number of non-zero coefficients in UCI Part 1:
Agreement 
For further details on the agreed UCI parameters in Table 1 of R1-1905629: 
· RI ({1,…, RIMAX}) and KNZ,TOT (the total number of non-zero coefficients summed across all the layers, where KNZ,TOT {1,2,…, 2K0} are reported in UCI part 1 
· FFS: If the total number of non-zero coefficients are jointly encoded with M’ (if supported) or independently encoded

If this is supported, it implies that the UE can determine that only a number  FD-basis vectors is needed in order to describe the channel, which is smaller than the number of configured FD-basis vectors M. This would be as a consequence of the UE first determining that all the coefficients for a certain FD-basis vector are zero, so that a column of the NZC bitmap would be all ‘0’s. The benefit with this proposal is that the zero columns of the bitmap in UCI Part 2 could be dropped, which would reduce the overhead.
To evaluate if joint M’ and NNZC indication is beneficial in practice, we have logged statistics of the actually used number of basis vectors M’ and the actually reported number of non-zero coefficients, based on what the UE reported in its NZC bitmap. The evaluations where performed for  , resulting in M=7 FD-bases and at most 28 non-zero coefficients (per layer). The resulting statistics is shown as respective C.D.F.s of M’ and NNZC in Figure 3a and Figure 3b respectively, as well as a joint distribution (3D histogram) in Figure 3c.

	[image: ]
a) Distribution of M’
	[image: ]
b) Distribution of NNZC

	[image: ]
c) Joint distribution of M’ and NNZC


[bookmark: _Ref16682127]Figure 3: Joint and independent distributions of M’ and NNZC
As may be observed from Figure 3a, around 60% of the time, the UE does not utilize all of the configured M=7 basis vectors but only a subset of them. In fact,  in around 40% of the cases. Bear in mind that the overhead reduction in this case can be quite large, if joint indication of M’ together with NNZC in UCI Part 1 would be supported. For each removed FD-basis vector, the overhead for bitmap reporting is reduced with  bits per layer, so a reduction from M=7 to M’=4 would result in 48 bits lower overhead for a rank-2 report. Additionally, the overhead for the FD-basis indication can be reduced. Clearly, this opportunity is not something that can be swept under the rug and ignored!
[bookmark: _Toc16856252]Around 40% of the time, an overhead reduction largen than 48 bits can be achieved if joint M’ and NNZC reporting is supported
Furthermore, jointly encoding M’ with NNZC makes perfect technical sense, as is evident from the joint distribution in Figure 3c which shows a large correlation of the two parameters. Naturally, when the number of non-zero coefficients are low, few FD-basis vectors are used and vice versa. Thus, there does not need to be any codepoints in a joint M’ and NNZC field which are able to indicate both high M’ and high NNZC values (and vice versa).
[bookmark: _Toc16856253]The statistics of M’ and NNZC are highly correlated. This fact can be utilized to jointly encode M’ and NNZC without incurring additional overhead in UCI Part 1.
It has been agreed to indicate the total NNZC summed across layers in UCI Part 1, and the bitwidth of such a such field is  , where  is the configured number of non-zero coefficients per layer. For M=7 and L=4, which is a typical configuration,  may take the values 14, 28 and 42. The bitwidth of a standalone NNZC field is thus 5, 6 and 7 bits respectively for the three values. However, the value range that requires to be indicated for the NNZC indicator is only , that is,  possible values. The mapping from a codepoint of an independently encoded NNZC indicator field to the NNZC value would thus be according to Table 2 for the example of , which results in a bitfield of width   bits and thus containing  codepoints. There thus exists reserved codepoints which cannot be used to convey any information and are, in a sense, wasted.
[bookmark: _Ref16855119]Table 2: Example mapping of independently encoded NNZC Indicator field to NNZC value
	NNZC Indicator field
	NNZC Value

	0
	1

	1
	2

	…
	…

	83
	84

	84
	reserved

	…
	…

	127
	reserved



[bookmark: _Toc16856254]There could be many unused codepoints of a standalone NNZC Indicator field
It therefore seems appropriate to utilize these unused codepoints to convey some useful information, such as an indication of M’. That is, the NNZC value and FD-basis size indication M’ could be jointly encoded into a “joint NNZC and M’ Indicator field”. An example of this is given in Table 3, where the first  codepoints are the same as for an independent NNZC Indicator field, i.e. M’=M and the FD basis size is the same as the configured one, while the remaining  codepoints indicates an half-size FD-basis, i.e. . 
Note that since  in the general case, all possible values of  cannot be indicated in conjunction with indicating . However, this is perfectly fine as was illustrated in Figure 3c, since if the UE reports M’<M it by necessity does not have many non-zero coefficients. 
Hence, the range of NNZC that can be indicated together with M’<M can and should be biased towards the lower end. Another limitation is that if  is a power of two, there are no unused codepoints and hence M’<M cannot be indicated. However, this only occurs for a small subset of possible configurations, so it should not be a large issue. If the gNB is very keen on using this feature it can make sure to configure  such that  is not a power of two.

Table 3: Example mapping of joint NNZC and M’ Indicator field
	Joint NNZC and M’ Indicator field
	NNZC Value
	M’

	0
	1
	

	1
	2
	

	…
	…
	…

	83
	84
	

	84
	1
	

	…
	…
	

	127
	44
	



[bookmark: _Toc16769296][bookmark: _Toc16856268]Support M’ indication by utilizing unused codepoints of the NNZC indicator field in UCI Part 1, by jointly encoding the NNZC and M’ values:
· [bookmark: _Toc16769297][bookmark: _Toc16856269]The first  codepoints of the field indicates NNZC and 
· [bookmark: _Toc16769298][bookmark: _Toc16856270]The remaining   codepoints of the field indicates NNZC and 

The above proposal would straightforwardly apply for all possible codebook configurations and could for instance be captured in specification according to Table 4.
[bookmark: _Ref16684000]Table 4:  Example specification formulation of mapping of  and M’ to joint field value
	Value
	 
	

	0
	1
	

	1
	2
	

	…
	…
	…

	-1
	
	

	
	1
	

	
	2
	

	…
	…
	…

	
	
	



Decide preferred scheme for segmentation and padding
In RAN1#97, four candidate schemes for padding was listed along with two candidate schemes for segmentation. While the exact scheme for segmentation (if supported) needs to be agreed so that the UE and the gNB map the FD-units to the same segments, this is not true for the four candidate padding schemes. In fact, the only thing that needs to be specified as a padding scheme (if supported) is in which end of the bandwidth FD-units should be added (i.e. the agreed Procedure). Exactly how the UE performs the padding (i.e. the Padding Signal) should be up to UE implementation in our view and thus not specified, as this information is not useful for the gNB to construct the precoder based on the reported PMI. That is, the four candidate schemes for padding agreed in RAN1#97 should be for evaluation purposes only.
[bookmark: _Toc16769299][bookmark: _Toc16856271]The padding signal, if padding is supported, is left to UE implementation and not specified
Regarding which one of padding and segmentation should be supported, as was observed in our previous contribution [1], the segmentation approach results in unfavourable performance/overhead trade-off and should be dismissed as a candidate. However, some performance loss is still observed for the padding-based schemes. 
In our understanding, the motivation in the first place for limiting the DFT size to multiples of 2,3, or 5 is not very strong. While doing so has clear complexity-reducing benefits in the case of waveform generation for DFT-spread OFDM, where for each TTI an FFT is applied across all scheduled subcarriers, which results in quite large DFT sizes N, e.g. N>1000. It is not clear that such optimization is needed for Type II CSI reporting, where an at most size N=38 DFT is applied every ~10ms. In fact, it is probably more convenient to apply a regular  type of DFT matrix operation for these small DFT sizes, rather than applying a full-fledged FFT. Therefore, we question if padding or segmentation actually will bring any UE complexity reduction at all.
[bookmark: _Toc16856255]The motivation for introducing either padding or segmentation is unclear
In light of this, a compromise solution could be to apply DFT padding only for (N_SB×R)>19. Thereby, the performance degradation could be limited to fewer values of N3.
1. [bookmark: _Toc1201312][bookmark: _Toc7700405][bookmark: _Toc16856272]When , support free selection of N3. For   is selected as the smallest multiple of 2, 3, or 5 which is  

Reduce the number of supported parameter combinations 
After email discussion following RAN1#97, the following was taken as offline agreement:
1. Avoid overly complex down selection by reducing the number of combinations for (L,p,beta) only
0. Alpha has not been decided and making it N3 dependent is unnecessarily convoluted
1. For #1
1. Remove combinations with: 
0. the total overhead exceeding the max of Rel.15 Type II
0. the UPT lower than Rel.15 Type II for the same overhead  
1. When several combinations appear redundant in terms of overhead (sharing similar overhead – or vice versa), choose the one with the best UPT, unless the best combo is shown to be scenario-dependent. Then it is justified to support several combos with more or less the same overhead

To decide which configurations to downselect to, we plot the performance vs rank-2 overhead for all possible configurations for 32 Tx and using R=1 (since R=2 may be separate UE capability) in Figure 4.
[image: ]
[bookmark: _Ref16757052]Figure 4: Performance vs overhead for all possible codebook config configurations  
As can be observed from the Figure, many configurations have overlapping performance and some configurations clearly have inferior performance/overhead trade-off. For better visibility, we prune some of the clearly sub-optimal configurations and show only the relevant ones in Figure 5.

[image: ]
[bookmark: _Ref16757193]Figure 5: Performance vs overhead pruned set of codebook config configurations  
One immediate observation is that 8-PSK co-phasing (i.e. P=3) seem to have inferior performance/overhead trade-off compared to 16-PSK co-phasing (i.e. P=4). Therefore, to reduce the number of configurations, 16-PSK co-phasing could be fixed in specification.
[bookmark: _Toc16856273]Support only 16-PSK co-phasing granularity, i.e. P=4
The next question is how many configurations should be supported. In our view, each configuration should have distinct performance/overhead trade-off and there should not be too many configurations available in order to limit the amount of RAN4/IODT testing will be required. On the other hand, we should recall that the supported number of beams L will likely be a UE capability, so there should at least be a couple of configurations available for each L value. In Rel-15, the Type II codebook contains 12 possible configurations (L={2,3,4}, Q-PSK / 8-PSK, SB amp ON / OFF) and in our view Rel-16 codebook should not include more configurations than that, preferable fewer configurations. Around 6-10 configurations seem reasonable to support. Based on observing the performance / overhead trade-off in Figure 5, we propose 7 candidate configurations in Table 5.
[bookmark: _Toc16856274]For  parameter downselection, support the configurations in Table 5.
[bookmark: _Ref16758260]Table 5: Proposed list of supported configurations
	[bookmark: _Toc16769172]L
	[bookmark: _Toc16769173]p
	

	[bookmark: _Toc16769175]2
	[bookmark: _Toc16769176]¼
	[bookmark: _Toc16769177]¼

	[bookmark: _Toc16769178]2
	[bookmark: _Toc16769179]¼
	[bookmark: _Toc16769180]½

	[bookmark: _Toc16769181]4
	[bookmark: _Toc16769182]¼
	[bookmark: _Toc16769183]¼

	[bookmark: _Toc16769184]4
	[bookmark: _Toc16769185]¼
	[bookmark: _Toc16769186]½

	[bookmark: _Toc16769187]4
	[bookmark: _Toc16769188]¼
	[bookmark: _Toc16769189]¾

	[bookmark: _Toc16769190]4
	[bookmark: _Toc16769191]½
	[bookmark: _Toc16769192]½

	[bookmark: _Toc16769193]6
	[bookmark: _Toc16769194]¼
	[bookmark: _Toc16769195]½



In our view, the supported parameter configurations should be decided with rank-1/2 in mind, since low-rank feedback is the main use case for Type II PMI reporting. The rank-3/4 codebook can use the same configurations where  as baseline.
[bookmark: _Toc16769196][bookmark: _Toc16856275]For rank-3/4 codebook, support the same configurations as rank-1/2 codebook with 

UCI omission procedure
Rel-15 CSI omission procedure
Due to that there can be a large discrepancy between the PMI payload for different selection of RI by the UE for Type II CSI reporting, it is possible that the PUSCH resource allocation for carrying the CSI report does not fit the entire CSI content. For instance, the rank-2 PMI payload is almost 2x the rank-1 PMI payload for the Rel-15 Type II codebook. And since the RI is dynamically selected by the UE, the gNB cannot entirely predict the PMI payload before scheduling the CSI report and hence the resource allocation may be too small. That is, the gNB may have scheduled a resource appropriate for a rank-1 PMI report (due to e.g. that the UE lately have been reporting RI=1) but the UE reports a rank-2 PMI, which will not fit in the allocated PUSCH resource.

To remedy this case, Rel-15 NR features a CSI omission procedure, where a portion of the CSI report can be omitted if the resulting UCI code rate is too low. This is achieved by partitioning the CSI payload into different priority levels and dropping CSI portions, starting with the lowest priority level, until the UCI code rate falls below a threshold (whereby the CSI payload will “fit” on the PUSCH allocation). The priority levels are described in the Table 5.2.3-1 of TS 38.314, where Priority 0 has the highest priority and  represents the number of CSI reports.

[bookmark: _Hlk7701392]Table 5.2.3-1: Priority reporting levels for Part 2 CSI
	Priority 0:

Part 2 wideband CSI for CSI reports 1 to 

	Priority 1:
Part 2 subband CSI of even subbands for CSI report 1

	Priority 2:
Part 2 subband CSI of odd subbands for CSI report 1

	Priority 3:
Part 2 subband CSI of even subbands for CSI report 2

	Priority 4:
Part 2 subband CSI of odd subbands for CSI report 2

	⁞

	
Priority :

Part 2 subband CSI of even subbands for CSI report 

	
Priority :

Part 2 subband CSI of odd subbands for CSI report 



The wideband PMI have the following components:
· Spatial basis indication, (i.e. W1), including rotation/oversampling factors
· Wideband amplitude coefficients per layer (i.e. 
· Strongest coefficient indicator per layer

The subband PMI have the following components:
· Subband phase indication per layer 
· Subband amplitude indication per layer (if configured) 

The subband PMI is the most payload heavy since it is reported independently for each subband (whereas the wideband PMI is only reported once for the entire CSI reporting band). In the Rel-15 CSI omission procedure, subband PMI for odd and even numbered subbands are respectively grouped into different CSI portions with different priority. This implies that if the PUSCH resource allocation is too small to fit the CSI payload, the subband PMI for the odd subbands can be dropped and only subband PMI for even subbands are reported. 
The motivation behind this design is that the reported remaining PMI can still be used by the gNB. Since the gNB has knowledge of the subband PMI for every other subband, it can perform interpolation between subbands to estimate the PMI for the omitted subbands. Due to that the subband PMIs are correlated in frequency, the performance loss may not be that severe.

The Rel-15 CSI report on PUSCH consists of two UCI Parts, Part 1 and Part 2. UCI Part 1 contains RI and an indicator of the number on non-zero wideband amplitude coefficients (in UCI Part 2). UCI Part 2 contains the wideband and subband PMI. The payload of UCI Part 1 is fixed and does not vary dynamically, whereas the payload of UCI Part 2 may vary dynamically depending on the RI and number of non-zero wideband amplitude coefficients. To determine the payload size of UCI Part 2, the gNB must thus first decode UCI Part 1 to recover the RI and the number of non-zero wideband amplitude coefficients. 
CSI omission is only performed on the UCI Part 2, since if the components of UCI Part 1 was omitted, the gNB would not have enough information to decode UCI Part 2.
Requirements for Rel-16 CSI omission procedure
The Rel-16 Type II codebook exhibits the same behaviour with heavily rank-dependent payload as the Rel-15 Type II codebook. However, since the Rel-16 Type II codebook is based on FD compression, where a set of transformed LC coefficients are reported, there is no PMI reporting per subband. Hence, the Rel-15 CSI omission procedure cannot be directly reused.
[bookmark: _Toc7793730][bookmark: _Toc16856256]The Rel-15 CSI omission procedure cannot be reused for the Rel-16 codebook, since there is no subband PMI
That is, a new CSI omission procedure needs to be introduced for Rel-16 Type II codebook. It should however be noted that the CSI omission procedure should be seen as an “emergency procedure” which is not intended to be applied often. 
We should also keep in mind that the UE can spec-transparently apply a more “proactive” CSI omission procedure by reducing the number of non-zero coefficients so that UCI Part 2 payload is reduced. That is, if the UE realizes that the PUSCH resource allocation is too small for the PMI content, it can calculate how many coefficients it needs to drop in order to get the UCI Part 2 code rate below the dropping threshold and correspondingly select and omit the weakest LC coefficients. If the UE does this properly, the specified CSI omission procedure will never be invoked. Obviously, the performance of the spec-transparent CSI omission procedure will be better than for a specified one, since the UE can optimize the dropping of the coefficients. 
However, if the UE performs such a spec-transparent CSI omission procedure, the gNB will not be made aware of that the PUSCH allocation was too small, it simply thinks the UE has a sparse channel with few non-zero coefficients. Therefore, the gNB will continue to allocate a too small PUSCH allocation for the UE’s CSI report, so it may not be good strategy for the UE to do so.
[bookmark: _Toc7793731][bookmark: _Toc16856257]UE can perform spec-transparent CSI omission procedure by indicating lower number of non-zero coefficients in UCI Part 1, but doing so will not inform the gNB that its PUSCH allocation is too small
For a CSI omission procedure to work, there needs to be a common and unambiguous understanding between the UE and the gNB of which components of the CSI (i.e. which UCI fields) are omitted and which components of the CSI are actually encoded into the UCI and transmitted. Otherwise, the gNB would either fail to correctly decode the UCI due to that the assumed payload is not the same as the actually transmitted payload, or, even if the payload is known, the gNB could misinterpret the payload bits since it doesn’t know which UCI fields they correspond to.
In the Rel-15 UCI omission procedure, UCI Part 1 is never omitted and based on the RI and number of non-zero amplitude coefficients, the gNB can determine the (nominal) UCI Part 2 payload (i.e. before omission). Based on the nominal UCI Part 2 payload and the known PUSCH resource allocation (i.e. how many REs are available for UCI on PUSCH, which in turn yields the number of coded bits), the code rate for the nominal UCI Part 2 can be calculated in the same fashion as the UE can. To determine the actual UCI Part 2 payload transmitted by the UE, the gNB simply applies the same CSI omission procedure calculation as the UE, omitting CSI segments until the code rate falls below the threshold. There is thus common understanding between the UE and gNB regarding which components of the CSI have been omitted, which enables the gNB to determine the actually transmitted CSI payload and the correct interpretation of the UCI bits. 
[bookmark: _Toc7793732][bookmark: _Toc16856258]There needs to be a common and unambiguous understanding between the UE and the gNB of which components of the CSI are omitted
In our view, the CSI omission procedure should not require CSI recalculation. That is, the UE shall only omit part of the CSI and not optimize the CSI calculation based on the available resources.
[bookmark: _Toc7793736][bookmark: _Toc16769197][bookmark: _Toc16856276]The CSI omission procedure should not require CSI recalculation based on the available PUSCH allocation, but should simply require omission of already calculated CSI bits
Discussion on Rel-16 CSI omission procedure
To determine a proper Rel-16 CSI omission procedure, the content of the Type II report should be analysed. The UCI Part 1 contains an RI and the number of non-zero coefficients summed across all layers, whereas the UCI Part 2 contains:
· FD/SD basis indication
· Non-zero coefficient bitmaps (NZCBl) per layer (each of size  for layer )
· Strongest coefficient indicator per layer (SCIl)
· LC coefficients: Phase/amplitude coefficients  for each layer 
· Reference amplitude for the weaker polarization 

The basis indications are necessary to be included in the CSI report, as they give the interpretation remaining CSI parameters, therefore, they should not be omitted. 
The non-zero coefficient bitmaps are also crucial, since they both contain the information regarding how the total number of non-zero LC coefficients (which is indicated in UCI Part 1) are distributed between the multiple layers and which the included coefficients are. For instance, consider a toy example of where a total of  non-zero coefficients summed across layers is indicated in UCI Part 1, L=M=2 and thus 2LM=8 and the RI=2. The bitmaps for layers 0 and 1 may then for instance be NZCB0=’10101100’ and NZCB1=’00110000’ respectively. Each bit  of the bitmap corresponds to a SD-basis index  and an FD-basis index  for instance according to  where a ‘1’ in the bitmap indicates that the LC coefficient corresponding to that SD/FD-basis combination is non-zero and thus present and reported in UCI. 
Prior to reading the bitmap, the gNB only knows that 6 LC coefficients are present in UCI, but does not know which layers, SD-bases and FD-bases they correspond to. That is, the gNB knows that the LC coefficients  are present in UCI, but can first after reading the bitmaps infer that e.g.  correspond to layer 0 and the coefficients  while  corresponds to layer 1 and the coefficients .
In addition to this, the strongest LC coefficient as indicated by the SCI per layer is not reported. For example, consider NZCB1=’00110000’ and SCI indicates that the coefficient for SD-component 3 and FD-component 0 is the strongest coefficient (i.e. the second ‘1’ in the bitmap). This implies that only the LC coefficient  is reported for the second layer.
The reference amplitude is also required to be read in order to interpret the LC coefficients, since the amplitudes of the LC coefficients corresponding to the weaker polarization are given relative to the reference amplitude.
[bookmark: _Toc7793733][bookmark: _Toc16856259]Reading the non-zero coefficient bitmaps, the reference amplitude as well as the SCIs are required in order to interpret the reported LC coefficients correctly
The CSI omission procedure must therefore rely on dropping a portion of the LC coefficients. One naïve approach would be to for instance introduce a fixed rule to omit LC coefficients corresponding to a portion of the layers, a portion of the FD basis vectors or a portion of the SD basis vectors. However, directly applying such a rule would not work since, as discussed previously, the gNB is not aware of the interpretation of the LC coefficients before reading the NZC bitmaps and SCIs. For instance, if a rule was introduced to omit LC coefficients corresponding to half of the layers, the UCI part 2 payload would be ambiguous to the gNB since it does not know the distribution of LC coefficients among the layers, it only knows the total number of LC coefficients summed across layers. The same is true for e.g. omitting LC coefficients for some SD basis vectors: the actual number of non-zero LC coefficients associated with an SD basis vector can vary and is not known to the gNB prior to UCI Part 2 decoding and hence this cannot be directly used as a CSI omission procedure. 
[bookmark: _Toc7793734][bookmark: _Toc16856260]Since the distribution of LC coefficients among SD-bases, FD-bases and layers is not known prior to UCI Part 2 decoding, LC coefficients cannot be omitted based on these factors
That is, the CSI omission procedure must simply drop a fixed number of LC coefficients, i.e. the LC coefficients can be divided 50 / 50 into two portions in a predictable manner so that the number of LC coefficients in a portion is known prior to decoding UCI Part 2. This can be achieved by ordering the LC coefficients  in a certain order (for instance in the manner of which they are mapped to bits in UCI) and dropping the latter half of the LC coefficients. Following existing UCI omission strategies, it is likely beneficial to keep some coefficients for all the layers in order to not reduce the transmission rank, i.e. it is better to drop coefficients across layers rather than layer-wise. Based on evaluation results for the high-rank codebook design, it seems also better to drop FD-basis vectors first rather than SD-basis vectors. As strongest FD-basis vectors are likely around m=0 and m=M-1 (i.e. centred around m=0 in a wrap-around fashion), a permutation of the FD-basis index could be applied so that FD-basis “in the middle” are dropped first rather than “at the end”.
Therefore, we propose that that the LC coefficients are mapped to UCI so that the coefficients are ordered according to , i.e. first along the SD-dimension, then along the layer-dimension and last along the FD-dimension as is illustrated in Figure 6. 


[bookmark: _Ref16764330][bookmark: _Ref16764324]Figure 6: Order of mapping coefficients to UCI: First along the SD-beam dimension, then the layer-dimension, finally the FD-basis dimension
For instance, consider our previous toy example:

In this case, {} can be included in the report when CSI is to be omitted while { are dropped. This means that excess FD-components are “sacrificed” first in case of CSI omission. 
[bookmark: _Toc7793737][bookmark: _Toc16769198][bookmark: _Toc16856277]For Rel-16 UCI mapping, map the LC coefficients to UCI according to SD-basis first, then layer, finally FD-basis index
As discussed previously, the NZC bitmaps may generally not be omitted since they are required to correctly interpret the LC coefficients. However, if the LC coefficients are dropped in a predictable manner, a portion of the NZC bitmaps can be omitted (i.e. a subset of the bits) if those bits are not needed to determine the interpretation of the non-omitted LC coefficients. For instance, if all the LC coefficients for FD-component 1 have been omitted, the corresponding bits does not have to be included in the NZC bitmap. However, do recall that the number of bits omitted from the NZC bitmaps must be known to the gNB prior to decoding UCI Part 2 (to know its size) and unless some additional information is provided, the gNB cannot a priori know that all LC coefficients from a certain FD-component have been omitted.
To solve this issue, one could order the bits of the NZC bitmaps in the same order as the LC coefficients and omit bits in the bitmaps according to this order. This must be done in a fashion so that in the “worst case” the gNB can still interpret the LC coefficients.  Using our previous example, the NZC bitmaps for two layers and L=M=2 will be a size-12 bitmap in total. Depending on the distribution of non-zero LC coefficients among layers, SD-bases and FD-bases (which is not known a priori), different number of bits from the bitmap can be removed. Consider that out of 6 non-zero coefficients, 3 are omitted. In the best-case distribution, the 3 remaining coefficients corresponds to the first 3 bits of the bitmap, e.g. ‘111001001001’. In this case, the last 9 bits of the bitmap can be omitted since they are not needed to interpret the remaining LC coefficients. However, this cannot be known a priori. If instead we have the worst-case distribution, where the omitted coefficients correspond to the last bits of the bitmap, e.g. ‘100001001111’, only the last 3 bits can be omitted. This property generally holds, i.e. if  LC coefficients are omitted, the last  bits of the NZC bitmap(s) can also omitted. 
[bookmark: _Toc16856261]If N LC coefficients are omitted, the last N bits of the NZC bitmap is not needed to interpret the non-omitted LC coefficients, if the same UCI mapping order is used for the bitmap and LC coefficients
Therefore, we propose to apply the same UCI mapping order for the bitmap and the LC coefficients, so that this property can be utilized. The bitmap can then also be partitioned into two parts, the bitmap first part contains the first  coefficients according to the UCI mapping order while the second bitmap part contains the last    coefficients, as is illustrated in Figure 7.

[image: ]
[bookmark: _Ref16765012]Figure 7: Illustration of bitmap partitioning, the last  bits of the bitmap (according to the mapping order) belong to Bitmap Part 2 
To summarize, a similar procedure as Rel-15 CSI omission procedure can be used in Rel-16, where the Type II PMI content is split up into two segments with different priority levels:
· Level 1:
· SD/FD basis indication
· SCI
· Reference amplitude
· The highest priority LC coefficients
· The first  bits of the bitmap required to interpret these coefficients
· Level 2:
· The lowest priority LC coefficients
· The last  bits of the bitmap required to interpret these coefficients in the worst-case scenario
The CSI segment with priority Level 2 is then dropped if the code rate exceeds the threshold similar as Rel-15 procedure. This is illustrated in Figure 8 below.
[image: ]
[bookmark: _Ref16765310]Figure 8: Illustration of proposed Rel-16 Type II CSI omission procedure

[bookmark: _Toc7793738][bookmark: _Toc16769199][bookmark: _Toc16856278]For Rel-16 CSI omission procedure, the PMI is split into two priority levels:
· [bookmark: _Toc16769200][bookmark: _Toc16856279]Level 1:
· SD/FD basis indication
· SCI
· Reference amplitude
· The highest priority LC coefficients
· The first  bits of the bitmap required to interpret these coefficients
· [bookmark: _Toc16769201][bookmark: _Toc16856280]Level 2:
· The lowest priority LC coefficients
· The last  bits of the bitmap required to interpret these coefficients in the worst-case scenario





Codebook subset restriction
In RAN1#95, it was agreed to support CBSR for the Rel-16 enhance Type II codebook:
Agreement
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism 

Overview of Rel-15 CBSR mechanisms
In NR Rel-15, CBSR is supported for both Type I and Type II codebooks, but with slightly different implementations. Note that we consider the 2Tx codebook CBSR as a special case which is not included in the below analysis. Some general principles for Rel-15 CBSR, that should be followed also for Rel-16 CBSR are:
· CBSR signalling is rank-agnostic, i.e. a single CBSR is given which is applicable to all transmission ranks
· Reported rank is restricted with separate rank restriction signalling
· “W1 restriction” is based on beam restriction of , if at least one restricted beam is included in the precoder, the precoder is restricted 
· “W2 restriction” is not supported (except in the sense that for Type I rank 1-2 codebook with Config 2, the used  can be subselected from intermediary subset in W1)
· CBSR does not change PMI payload
The W1 restriction is useful for controlling inter-cell interference levels, particularly in elevation direction, which is important for both Type I and Type II codebooks. 
While the Type I CBSR uses beam restriction directly, with a size  bitmap being signalled where each bit in the bitmap corresponds to the restriction of a 2D DFT beam , the Type II CBSR uses joint beam and wideband amplitude restriction where the beam restriction is constrained so that only P=4 size N1*N2 beam groups can be restricted. This is a quite complicated scheme which is illustrated in Figure 9.


[image: ]
[bookmark: _Ref16855900]Figure 9: Illustration of Rel-15 Type II CBSR mechanism
Discussion on Rel-16 CBSR 
RI restriction
Naturally, RI restriction needs to be supported for the Rel-16 Type II codebook similarly to all the other codebooks, so that for instance even if the UE supports rank-4 PMI reporting, the gNB may want to only trigger rank-2 PMI reports if the intention is to do MU-MIMO.
[bookmark: _Toc16769202][bookmark: _Toc16856281]Support RI restriction for Rel-16 Type II codebook
FD-basis restriction
The new feature of the Rel-16 codebook is that it contains FD-basis vectors selection and it has been proposed earlier in the WI that CBSR of FD-basis indices needs to be considered. The motivation for this is that FD-basis vectors may correspond to channel taps with certain propagation delays and the gNB may want to restrict reporting in certain propagation delay intervals to reduce interference to neighbouring cells. However, since it was decided in RAN1#97 to apply cyclic shift operation on the FD-basis to align the SCI to the 0th FD-component, the FD-basis vectors can no longer be interpreted as absolute delays, only relative delays between the FD-components of a certain beam. Therefore, there is no use case for FD-basis restriction.
[bookmark: _Toc16769203][bookmark: _Toc16856282]Do not support FD-basis restriction for the Rel-16 Type II codebook
SD-basis and amplitude restriction
An immediate observation is that the Rel-15 Type II CBSR design cannot be directly applied to the Rel-16 codebook, since there is no per-beam WB amplitude coefficient (rather there are up to amplitude coefficients for each beam, polarization and layer, each corresponding to an FD-basis vector).
[bookmark: _Toc4755284][bookmark: _Toc16856262]Rel-15 Type II CBSR cannot be applied to Rel-16 Type II codebook since there is no wideband amplitude coefficient
Regardless, the main intention with defining a joint beam-amplitude level CBSR is to control the total radiated power of the precoder in certain spatial directions. That is, it may be beneficial to disallow the UE from recommending precoders which transmit any power in some spatial directions (i.e. in certain spatial beams) while for other spatial directions it may be sufficient to restrict the power level to some value larger than zero, i.e. still allowing transmissions in theses directions but not at full power. The Rel-15 Type II CBSR restricts the maximum power level of each WB amplitude coefficient associated with a certain spatial beam individually. This allows for an easy UE implementation, it can simply avoid reporting a higher WB amplitude level than what has been indicated with the CBSR (and choose to not select the spatial beam in the first place if the maximum amplitude value for that spatial beam has been set to zero). It furthermore also corresponds quite well to the actually radiated power in that spatial direction, since in the Rel-15 codebook, there can be at most 4 wideband amplitude coefficients associated with a certain spatial beam, since there is one wideband amplitude coefficient for each of the two polarizations and up to two transmission layers.
However, in the Rel-16 codebook, which consists of multiple LC coefficients  for spatial-polarization beams , FD-components  and layers , there are many more amplitude coefficients associated with a certain spatial beam , namely the set of resulting amplitude coefficients , . Here  denotes the polarization index. Since the maximum rank (and hence the maximum RI value) for the Rel-16 codebook is 4 and the maximum number of FD-components M is 10, the set of  amplitude coefficients associated with a certain spatial beam  can be up to . Thus, it does not make sense to individually restrict each of these up to 80 amplitude coefficients, they should be considered jointly. 

[bookmark: _Toc16856263]The radiated power in a spatial beam direction can depend on up to 80 amplitude coefficients, applying individual per-coefficient amplitude restriction does not make sense
Consider an example, in one case a UE sets one of these 80 amplitude coefficients to be 1 and the remaining are set to zero, while in a second case the UE sets all of these 80 amplitude coefficients to be for instance . The total radiated power in the spatial beam direction for the second case will be   times larger than for the first case, but if individual restriction of each amplitude coefficient is used, it is more likely that the first case will be disallowed while the second case is allowed. Clearly, this is not a reasonable behavior.
Therefore, if joint beam-amplitude restriction should be supported, all amplitude coefficients associated with a spatial-domain beam must be considered jointly. 
For instance, a maximum power level threshold  for a certain spatial beam (identified by the index  in this example) could be signaled. The CBSR would then define a rule which states that the sum of the square of the resulting amplitude coefficients associated with the spatial beam  (i.e. the power contributions corresponding to this spatial beam) as a ratio relative the total power of the precoder (i.e. the power contributions of all resulting amplitude coefficients) shall not exceed the threshold .  That is, the following inequality should hold:

Since the FD compression is based on DFT transformation, which is an energy-preserving transform, the sum of the FD-component powers equals the wideband power (times a scaling factor which is normalized away), so having the CBSR criteria work on the sum of FD-component amplitude coefficients makes technical sense, i.e.
 =
Now, even if the WB power of a certain spatial beam is restricted to a certain level, the SB power level may of course vary above or below this level on individual subband basis depending on the values of the LC-coefficients, but that is likely okay since the intention with the CBSR is to control the interference level on a more long-term and aggregated fashion.

[bookmark: _Toc16856264]The sum of the FD-component power levels for a certain spatial beam needs to be considered in the CBSR criterion for amplitude restriction to work in the Rel-16 codebook
In our view though, it is not certain that amplitude restriction is needed at all, even when all coefficients are considered jointly. It may be enough with spatial beam restriction only, similar to Rel-15 Type I CBSR. Thus, these two options can be studied further.
[bookmark: _Toc4755286][bookmark: _Toc16769204][bookmark: _Toc16856283]For CBSR for Rel-16 Type II enhancement, downselect between the following
· [bookmark: _Toc16769205][bookmark: _Toc16856284]Alt 1: Spatial beam restriction according to Rel-15 Type I CBSR, no amplitude restriction
· [bookmark: _Toc16769206][bookmark: _Toc16856285]Alt 2: Beam and amplitude restriction considering all amplitude coefficients associated with a certain spatial beam jointly

Associated UE capability
While the UE capability discussion generally is handled by the end of the release, we have already achieved some agreements on for instance that L=6 is an optional UE capability. Therefore, we would like to start the discussion on some capability-related issues already now.
One issue with the Rel-15 capability signalling is that the maximum number of configured CSI Report Settings per BWP a UE can indicate as its capability is rather limited, it is capped at four CSI Report Settings per time-domain behaviour. In practical deployment, it is beneficial for the gNB to dynamically vary the CSI granularity (and thus the payload) depending on the UL UCI coverage. For instance, a UE on the cell edge may only have UL coverage to reliably transmit a Type I WB PMI/CQI report whereas a cell-centre UE can afford to transmit a Type II report with . For instance, the gNB could dynamically switch between following codebook configurations depending on the UE’s UL coverage:
1. Type I WB CQI / WB PMI
2. Type I SB CQI / WB PMI
3. Type I SB CQI / SB PMI
4. Type II  .
5. Type II  
6. Type II  
7. Type II  
However, since the UE can report at most 4 configured CSI Report Settings as its capability, the gNB needs to RRC reconfigure the UE as it moves within the cell. This is clearly not desirable.
[bookmark: _Toc16769207][bookmark: _Toc16856286]For Rel-16 CSI capability, increase the maximum number of configured CSI Report Settings a UE can report to 8, at least for aperiodic CSI Report Settings



Conclusion 
Based on the discussion in this contribution we make the following observations:
Observation 1	The variation in performance for different  values is very small
Observation 2	Maximum bitwidth of Minital without constrains on range is 5 bits
Observation 3	If at least one coefficient is reported for the weaker polarization, a gNB implementation can transparently boost the amplitude of that coefficient to utilize the full available Tx power
Observation 4	Around 40% of the time, an overhead reduction largen than 48 bits can be achieved if joint M’ and NNZC reporting is supported
Observation 5	The statistics of M’ and NNZC are highly correlated. This fact can be utilized to jointly encode M’ and NNZC without incurring additional overhead in UCI Part 1.
Observation 6	There could be many unused codepoints of a standalone NNZC Indicator field
Observation 7	The motivation for introducing either padding or segmentation is unclear
Observation 8	The Rel-15 CSI omission procedure cannot be reused for the Rel-16 codebook, since there is no subband PMI
Observation 9	UE can perform spec-transparent CSI omission procedure by indicating lower number of non-zero coefficients in UCI Part 1, but doing so will not inform the gNB that its PUSCH allocation is too small
Observation 10	There needs to be a common and unambiguous understanding between the UE and the gNB of which components of the CSI are omitted
Observation 11	Reading the non-zero coefficient bitmaps, the reference amplitude as well as the SCIs are required in order to interpret the reported LC coefficients correctly
Observation 12	Since the distribution of LC coefficients among SD-bases, FD-bases and layers is not known prior to UCI Part 2 decoding, LC coefficients cannot be omitted based on these factors
Observation 13	If N LC coefficients are omitted, the last N bits of the NZC bitmap is not needed to interpret the non-omitted LC coefficients, if the same UCI mapping order is used for the bitmap and LC coefficients
Observation 14	Rel-15 Type II CBSR cannot be applied to Rel-16 Type II codebook since there is no wideband amplitude coefficient
Observation 15	The radiated power in a spatial beam direction can depend on up to 80 amplitude coefficients, applying individual per-coefficient amplitude restriction does not make sense
Observation 16	The sum of the FD-component power levels for a certain spatial beam needs to be considered in the CBSR criterion for amplitude restriction to work in the Rel-16 codebook







Based on these observations, we make the following proposals:
Proposal 1	For intermediary FD-basis size, is fixed in specification
Proposal 2	The value range of , i.e. no restrictions
Proposal 3	The UE is required to report at least one non-zero coefficient per polarization
Proposal 4	Support M’ indication by utilizing unused codepoints of the NNZC indicator field in UCI Part 1, by jointly encoding the NNZC and M’ values:
	The first  codepoints of the field indicates NNZC and 
	The remaining   codepoints of the field indicates NNZC and 
Proposal 5	The padding signal, if padding is supported, is left to UE implementation and not specified
Proposal 1	When , support free selection of N3. For   is selected as the smallest multiple of 2, 3, or 5 which is  
Proposal 2	Support only 16-PSK co-phasing granularity, i.e. P=4
Proposal 3	For  parameter downselection, support the configurations in Table 5.
Proposal 4	For rank-3/4 codebook, support the same configurations as rank-1/2 codebook with 
Proposal 5	The CSI omission procedure should not require CSI recalculation based on the available PUSCH allocation, but should simply require omission of already calculated CSI bits
Proposal 6	For Rel-16 UCI mapping, map the LC coefficients to UCI according to SD-basis first, then layer, finally FD-basis index
Proposal 7	For Rel-16 CSI omission procedure, the PMI is split into two priority levels:
Proposal 8	Support RI restriction for Rel-16 Type II codebook
Proposal 9	Do not support FD-basis restriction for the Rel-16 Type II codebook
Proposal 10	For CBSR for Rel-16 Type II enhancement, downselect between the following
	Alt 1: Spatial beam restriction according to Rel-15 Type I CBSR, no amplitude restriction
	Alt 2: Beam and amplitude restriction considering all amplitude coefficients associated with a certain spatial beam jointly
Proposal 11	For Rel-16 CSI capability, increase the maximum number of configured CSI Report Settings a UE can report to 8, at least for aperiodic CSI Report Settings
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Appendix: Simulation assumptions
For system level evaluations, the agreed assumptions from RAN1#94bis are used.  The remaining evaluation assumptions are given in the table below. 
Table 1: SLS assumptions for CSI enhancement 
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Scenario
	Dense Urban (Macro only) 

	Carrier frequency
	4GHz

	Inter-site distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,4,2,1,1,4,4), (dH,dV) = (0.5, 0.8)λ 
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 
100 deg tilt


	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 
4RX: (1,2,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2,3,4)

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Simulation bandwidth 
	10 MHz with 15kHz SCS

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	Maximum 8 layers

	CSI feedback 
	· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead 
	DMRS overhead included
CSI-RS overhead included
TRS overhead included 

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes


	Traffic load (Resource utilization)
	· 70 % for CSI overhead reduction

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Realistic
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