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Introduction
[bookmark: _Ref178064866]In [1] we discussed two approaches for reduced latency Scell management for NR Rel16. 
· Approach 1: Improve Scell activation latency by moving to L1 based activation/deactivation signalling from the existing MAC based approach. 
· This approach is especially beneficial when maximum allowed activation delay requirements specified in subclause 8.3.2 of 38.133 are reduced. 
· RAN1 sent an LS to RAN4 [2] asking whether the requirements in 38.133 can be improved within Rel16 time-frame if e.g. aperiodic TRS, short-interval CSI-RS configuration are provided to the UE.  RAN2 also sent an LS [3] including a similar question to RAN4.
· Approach 2: Retain the existing MAC CE based Scell activation/deactivation framework but specify additional mechanisms (e.g. L1 based signalling) to adapt PDCCH monitoring on activated Scells, while maintaining CSI reporting for the Scells.
· In RAN1, this approach was discussed as part of email discussion in [4]. 
· In RAN2, below agreements were made related to this approach [3].
Agreement
1	SCell dormant state like LTE euCA will not be introduced in NR. 
2	‘dormancy’ behaviour will be studied as a solution for fast return to SCell utilisation for data transfer. The 'dormancy' behaviour implies that the UE stops monitoring PDCCH but continues other activities such as CSI measurements, AGC and beam management. RAN1/4 input required on feasibility and benefit.

In this document we further discuss details related to the second approach i.e., mechanisms to support ‘dormancy like behaviour on activated Scells’.
Discussion
‘dormancy like behavior’ for activated Scells
According to current CA framework, Scell activation/deactivation controls the following UE procedures (i.e., turned off/on when Scell is deactivated/activated)
· CSI reporting for the Scell 
· PDCCH monitoring on/for the Scell 
· UL transmissions such as PUSCH/SRS/PUCCH on the Scell
Ideally, if Scell activation delay is small (e.g. a few slots), the Scells can be quickly activated at the onset of data burst arrival, and then deactivated to provide UE power saving upon completion of data burst transmissions. 
However, NR Rel15 Scell activation delay is not small. This is mainly due to the long maximum allowed activation delay requirements specified in 38.133. According to the current requirements, bringing an Scell to activated state can take anywhere from a minimum of ~5ms to maximum allowed values of tens or hundreds of milliseconds depending on the specific scenario and UE implementation. These delays are longer then LTE for typical deployments, and for FR2 the delays are even longer compared to FR1. Related details are discussed in [1]. 
Therefore, with current CA framework and requirements, it is risky for the NW to frequently deactivate Scells as this increases the latency for scheduling data when NW waits for UEs to activate the deactivated Scells. On the other hand, if Scells are kept activated for long durations, UE power consumption is increased.
RAN1 (and RAN2) are discussing ‘dormancy like behaviour on activated Scells’ as a mechanism to quickly schedule data bursts to the UE while still reducing UE power consumption. With this approach, the Scells can be kept in activated state for long durations. This avoids the deactivated  activated state transitions that have the currently specified long delays. While Scells are activated, CSI measurements and any associated beam management procedures are maintained so that cells are quickly available for data scheduling. UE power consumption is then reduced by providing mechanisms to adapt PDCCH monitoring on the activated Scells according to data burst arrival. 

Observation 1
· With current NR CA framework
· Individual Scells can be activated/deactivated for efficient scheduling according to traffic data arrival.
· If Scell activation delay is small (e.g. a few slots), the required number of Scells can be quickly activated at the onset of data burst arrival and deactivated upon completion of data burst transmissions to reduce UE power consumption. 
· However, according to current RAN4 specifications, NR activation delay can be quite long (in the range of  ~5ms to hundreds of milliseconds) and due to this Scells are likely to be always activated leading increased UE power consumption.

Observation 2
· By introducing ‘dormancy like behaviour on activated Scells’ 
· Scell management latency is reduced by keeping Scells activated for long durations which avoids the deactivated  activated state transitions that have the currently specified long delays.
· CSI measurements and any associated beam management procedures are maintained on activated Scells so that cells are available for quick data scheduling
· PDCCH monitoring on the activated Scells is adapted according to data burst arrival to reduce UE power consumption.

Figure 1 below illustrates the dormancy like behavior.
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Figure 1 – ‘dormancy like behavior’ for activated Scells (using option 1)
L1 mechanisms for supporting ‘dormancy like behavior’ 

For the mechanisms to adapt PDCCH monitoring on activated Scells, we see the following requirements:

1. Fast adaptation (e.g. a few slots) from sparse/no PDCCH monitoring to frequent PDCCH monitoring should be supported.

2. Similar to current CA activation/deactivation, flexibility to adapt PDCCH monitoring on varying number of Scells (1-16) should be supported.

3. It should be possible to independently support  latency reduction improvements to current CA mechanism without introducing a requirement to implement other optional features such as cross-carrier scheduling or multiple UE-specifically configured BWPs.
a. Note: above does not imply that the latency reduction mechanisms should not take advantage of signaling provided by other features when they are configured. Instead it is to ensure that reduced latency Scell management can be used as widely as possible. 

Several PDCCH adaptation mechanisms for Scell dormancy behavior were identified in earlier meetings [5]. We discuss them below considering above aspects.

· Option 1: Dedicated DCI on Pcell to adapt PDCCH monitoring periodicity for activated Scells 

· In terms of flexibility and implementation complexity (i.e., points 2,3 discussed above), this option is closest ‘substitute’ to current CA framework while improving latency for Scell management. 

· From flexibility perspective, it is possible to replicate the same level of flexibility as current CA activation command by having the ability to individually adapt the PDCCH for each Scell. If 1 bit is assigned per Scell, 15 DCI information bits will be needed (e.g., to indicate PDCCH monitoring on/off, or to switch between two RRC configured periodicities, one for regular scheduling and other set to a large value or inf for reducing power consumption). 

· From implementation complexity perspective, this option can be used even when features such as cross-carrier scheduling or multiple UE-specific BWPs are not configured for the UE.

· Improved latency is achieved by adapting PDCCH monitoring for activated Scells instead of transitioning those cells to deactivated state (and run into RAN4 specified long activation delays).

· Like DL SPS PDCCH, the dedicated DCI can be sent in UESS with a different RNTIand size matched to existing DCI format sizes to avoid additional BDs. Another option would be to use e.g. DCI 1-1 with FDRA bits set to all ‘1’s, remaining bits for Scell indication and CRC scrambled by C-RNTI. 

· Since the PDCCH adaptation is for activated Scell, the UE can adapt its monitoring for the indicated Scells immediately (e.g. with one slot offset) after reception of the dedicated DCI. i.e., without waiting for ACK transmission to resume PDCCH monitoring on the Scell. HARQ-ACK can however be still sent by the UE in response to the DCI to provide additional robustness.

· While this option does not require configuration of multiple BWPs, it can still be used when multiple BWPs are configured for Scells (i.e., for some other purpose). This can be done by either turning on/off PDCCH monitoring on a per BWP basis or by configuring multiple possible PDCCH monitoring periodicities on per BWP basis. The dedicated DCI on Pcell adapts the PDCCH monitoring on current active BWP. 

· Option 2: Dedicated DCI on Pcell to indicate BWP switch for activated Scells 

· With this option, at least two BWPs are configured for each Scell, and dedicated DCI on Pcell is used indicate switching between BWPs for each Scell. One BWP is configured for ‘regular’ data reception while PDCCH monitoring periodicity for other BWP (dormant BWP) is set to a large value or inf for reduced UE power consumption.

· To support reduced latency Scell management, this option requires implementation of multiple BWPs to in addition to basic CA framework.

· From flexibility perspective, this option can be similar to Option 1 and current CA framework. i.e., 1 (or 2 bits) per Scell are sent in the dedicated DCI to individually control the active BWP of each Scell according to traffic arrival, i.e., 15 (or 30) DCI information bits would be required.

· From latency perspective, this option can provide improvement compared to current CA framework (since current RAN4 requirements on BWP switching delays are smaller compared to CA activation delays). Compared to option 1, latency is can be slightly worse (i.e., 1 slot possible for option 1 but at least 4/18 slots for 30/120kHz is needed due to BWP switching delay). For some cases, according to current RAN4 requirements, UE is allowed to interrupt transmissions on all other cells during BWP switch on one Scell. If such interruptions are present, further increase latency associated with this option further increases.

· Like Option 1, the dedicated DCI for this option can also be sent in UESS with a RNTI different from C-RNTI and size matched to existing DCI format sizes to avoid additional BDs.

· Since this option relies on BWP switch, it was discussed (e.g. in [6],[7]) that this provides additional flexibility for adapting CSI reporting. However, Rel15 NR already provides enough flexibility to adapt the CSI reporting for activated Scells. 

· For aperiodic CSI reporting, gNB can trigger an aperiodic CSI report for an activated Scell from the Pcell with the desired reporting configuration (e.g. frequent/infrequent) and this can be used regardless of whether PDCCH is monitored on Scell or not. 
· For semi-persistent CSI reporting, Rel15 signaling allows activation/deactivation of SP-CSI reporting on SCells via MAC CE based mechanism. 
· Periodic CSI reporting on activated Scells is RRC configured and there is no need for fast adaptation of this reporting type as SP-CSI reporting can be used for such situations. 
Therefore, the additional benefit provided by this option from CSI reporting flexibility perspective is unclear. Also, NW may choose to adapt CSI reporting differently from PDCCH monitoring periodicity. For example, NW can adapt PDCCH monitoring aggressively based on data burst arrival /transmission, while CSI reporting can be adapted based on other factors such as mobility, signal quality etc. In fact, in addition to data burst arrival/transmission, NW may also rely on CSI reporting to adapt PDCCH monitoring of Scells below a certain quality. Considering these aspects, implicitly linking switching of PDCCH monitoring to switching of CSI reporting can  lead to more NW restrictions.s.  

· Option 3: Implicit linkage of BWP switching between different cells (e.g. Pcell and Scells)

· With this option, at least two BWPs are configured for Pcell (e.g. BWP1, BWP2) and for each Scell. For Scells, one BWP is configured for ‘regular’ data reception while PDCCH monitoring periodicity for other BWP (dormant BWP) is set to a large value or inf for power savings. BWP1 on Pcell is implicitly linked to regular BWP on Scells, and BWP2 to ‘dormant BWP’. Due to the linkage, when Pcell is switched from BWP1 to BWP2, the Scells are moved from regular to dormant BWP and vice versa.

· From implementation perspective, to support reduced latency Scell management, like option 2, this option also requires implementation of multiple BWPs to in addition to basic CA framework. 

· From flexibility perspective, this option is severely limited compared to current CA framework and options 1,2 which are based on individual handling of Scells. CA is designed to handle multiple carriers in different bands and band combinations and with grouping of Scells, the NW is forced to adapt the PDCCH monitoring of all Scells based on the ‘worst Scell’ of the group. 

· From latency perspective, due to lack of scheduling flexibility this option is expected to be worse than (or at best similar to) option 2 . If the same latency as option 2 is maintained, then the power saving provided by option 3 would be generally worse since the NW has to be inherently conservative when reducing PDCCH monitoring (i.e., all Scells in the group have to be actively monitor PDCCH, even when only one Scell of the group is being used for data transmission).

· This option does not require a dedicated DCI for controlling Scells like options 1,2. However, from overhead perspective, options 1,2 are already similar or better than current CA framework. i.e., using current CA framework, NW has to send activation/deactivation MAC CE frequently to manage the SCells. With options 1,2, and Scell dormancy behavior, NW will infrequently send the MAC CE (since Scells are kept activated for long durations), but instead substitute the MAC CE with the dedicated PDCCH to manage the Scells. Since overhead is not the identified problem with current CA framework, the exact benefit of this option compared to other options is unclear especially considering other drawbacks  of this option compared to current CA framework (flexibility limitations, implementation complexity).

· Option 4: Using cross-carrier scheduling with per BWP configuration of PDCCH monitoring

· With this option, at least two BWPs are configured for each Scell and cross-carrier scheduling (i.e., CIF) is configured on a per BWP basis. PDCCH monitoring with CIF is configured for one BWP1 and same-carrier scheduling is used for other BWP2. When there is a data burst for the UE, UE is switched to BWP1 and when no data burst it is switched to BWP2 (i.e., PDCCH monitoring moved from Pcell to Scell).

· From implementation perspective, this requires not only multiple BWPs but also cross-carrier scheduling in addition to basic CA framework. However, it has no apparent advantages in terms of latency (like option 2) or flexibility compared to other options. From flexibility perspective, the option requires additional BDs on PCell for each activated Scell. This results in reduced flexibility when compared to current CA framework.

Table 1 below summarizes the comparison of above options using the criteria discussed at the beginning of this section.

Table 1 – Comparison of options for dormancy like behavior on activated Scells

	Option
	Latency1
	Flexibility
	Implementation complexity
	Other comments

	Current Rel15 CA framework (baseline)
	Large due to long RAN4 specified maximum activation delay (up to 100s of ms)
	Scells can be individually controlled (up to 16)
	baseline
	

	Scell dormancy Option 1 (Dedicated DCI on PCell to turn on/off or adapt PDCCH monitoring on activated SCells)
	Small (e.g. 1 slot)
	Same flexibility as current CA framework
	Can work without need for additional features. 
	Overall overhead similar or better than current CA framework

	Scell dormancy Option 2 (Dedicated DCI on PCell to adapt BWP switching on activated SCells)
	Small (e.g. 4/18 slots at 30/120kHz SCS)
	Same flexibility as current CA framework
	Cannot work with basic CA framework. Requires multiple UE-specific BWPs feature to be supported by UE and NW
	Overall overhead similar or better than current CA framework

	Scell dormancy Option 3 (Implicit linkage of BWP switching between different cells)
	Generally worse (or same at best) than option 2
	Severely limited flexibility compared to current CA framework
	Cannot work with basic CA framework. Requires multiple UE-specific BWPs feature to be supported by UE and NW
	Dedicated DCI sent on Pcell for PDCCH adaptation not needed. Instead BWP switch bits in every scheduling DCI are needed.

	Scell dormancy Option 4 (cross-carrier scheduling with per BWP configuration of PDCCH monitoring
	Similar to option 2
	Limited compared to current CA framework due additional PDCCH BD burden on PCell
	Cannot work with basic CA framework. Requires multiple UE-specific BWPs and cross-carrier scheduling features to be supported by UE and NW.

	Dedicated DCI sent on Pcell for PDCCH adaptation not needed. Instead CIF bits in scheduling DCI on PCell are needed.

	Notes:
1. For CA framework, Latency => delay to switch from deactivated state (low power state) to activated state (regular state) for scheduling traffic bursts on an Scell. 
For Scell dormancy, Latency => delay to switch from low power state (sparse/no PDCCH) to regular PDCCH monitoring state for scheduling traffic bursts on activated Scell.




Considering the above, we prefer option 1 and propose the following:

Proposal
· Support dormancy like behavior on activated Scells using following L1 mechanism
· Introduce dedicated DCI format to adapt PDCCH monitoring on activated SCell(s) 
· The DCI format is sent on Pcell/scheduling cell for the Scells
· The DCI format is monitored in UESS without additional UE BDs
· N = [1] bit(s) per configured Scell is used in the DCI to adapt between sparse/no PDCCH monitoring and frequent PDCCH monitoring
· When UE is configured with multiple BWPs for the Scell, PDCCH monitoring adaptation indication is applicable on current active BWP at the time when the DCI format is received.

Conclusions
In this document, we discuss improving the latency needed for Scell activation and data transmission and make the following observations and proposal.
Observation 1
· With current NR CA framework
· Individual Scells can be activated/deactivated for efficient scheduling according to traffic data arrival.
· If Scell activation delay is small (e.g. a few slots), the required number of Scells can be quickly activated at the onset of data burst arrival and deactivated upon completion of data burst transmissions to reduce UE power consumption. 
· [bookmark: _GoBack]However, according to current RAN4 specifications, NR activation delay can be quite long (in the range of  ~5ms to hundreds of milliseconds) and due to this Scells are likely to be always activated leading to increased UE power consumption.

Observation 2
· By introducing ‘dormancy like behaviour on activated Scells’ 
· Scell management latency is reduced by keeping Scells activated for long durations which avoids the deactivated  activated state transitions that have the currently specified long delays.
· CSI measurements and any associated beam management procedures are maintained on activated Scells so that cells are available for quick data scheduling
· PDCCH monitoring on the activated Scells is adapted according to data burst arrival to reduce UE power consumption.

Proposal
· Support dormancy like behavior on activated Scells using following L1 mechanism
· Introduce dedicated DCI format to adapt PDCCH monitoring on activated SCell(s) 
· The DCI format is sent on Pcell/scheduling cell for the Scells
· The DCI format is monitored in UESS without additional UE BDs
· N = [1] bit(s) per configured Scell is used in the DCI to adapt between sparse/no PDCCH monitoring and frequent PDCCH monitoring
· When UE is configured with multiple BWPs for the Scell, PDCCH monitoring adaptation indication is applicable on current active BWP at the time when the DCI format is received.
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