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1	Introduction
RAN#80 approved a new SI on solutions evaluation for NR to support Non-Terrestrial Network. The latest version of the SID is given in [1]. The SI has the following RAN1 objectives. 
Physical layer
Consolidation of potential impacts as initially identified in TR 38.811 and identification of related solutions if needed  [RAN1]: 
· Physical layer control procedures (e.g. CSI feedback, power control)
· Uplink Timing advance/RACH procedure including PRACH sequence/format/message
· Making retransmission mechanisms at the physical layer more delay-tolerant as appropriate. This may also include capability to deactivate the HARQ mechanisms.
Performance assessment of NR in selected deployment scenarios (LEO based satellite access, GEO based satellite access) through link level (Radio link) and system level (cell) simulations [RAN1]


Many evaluation assumptions were agreed in RAN1#96bis and RAN1#97 and have been captured in the latest version of 3GPP TR 38.821. In this contribution, we discuss the remaining issues of NTN link level and system level evaluations. 
2 Remaining details on evaluation assumptions
2.1	Architecture options and use cases
Depending on the functionality of the satellite in the system, we can consider two transponder options: bent-pipe/transparent transponder and regenerative transponder. 
Considering the limited time in Rel-16 NTN study in RAN1, we propose to prioritize bent-pipe/transparent architecture and consider regenerative architecture as second priority in Release-16 NTN evaluation. There are also several technical reasons why it is desirable to prioritize transparent over regenerative:
· Transparent payloads are less complex and costly compared to regenerative payloads.
· With transparent payloads, all gNB functionality resides on the ground, making it easier to build, test, and integrate with terrestrial 5G networks.
· With transparent payloads, the terrestrial gNB is more accessible and less expensive to upgrade or modify to support new NR features introduced in later releases. 
· With transparent payloads, fix or improvement requiring hardware change/modification does not require replacement of satellites. 
· The time to market will be reduced since already deployed transparent payload satellites can be upgraded to support 5G.
Note that RAN3 concluded that “There are no showstoppers to support any identified architecture options” and recommended GEO transparent and LEO regenerative for normative phase. Our understanding of this recommendation is that LEO transparent will be supported automatically if GEO transparent and LEO regenerative are to be supported by RAN3, i.e., no additional normative work would be required to additionally support LEO transparent from architecture perspective. In summary we believe that the above listed advantages for the transparent payload outweighs the architectural considerations RAN3 made when recommending the regenerative architecture for LEO.
[bookmark: _Toc7784596][bookmark: _Toc16839624]RAN1 to prioritize LEO bent-pipe/transparent architecture and consider regenerative architecture as second priority in Release-16 NTN evaluation.
LTE-M and NB-IoT are considered as 5G technologies for supporting massive MTC, while eMBB and URLLC are the focused use cases in Rel-15/16 NR. It is questionable that NTN can meet the requirements of URLLC due to the inherent propagation delay in the system. Given these, we believe that Rel-16 NTN should focus on eMBB, fixed wireless and backhauling. Prioritizing these use cases would facilitate efficient execution of the Rel-16 NTN SI. 
[bookmark: _Toc7784597][bookmark: _Toc16839625]RAN1 to prioritize the use cases of eMBB, fixed wireless and backhauling in Rel-16 NTN.
2.2	Phase noise model
NTN study involves operation in Ka band, which is in mm-wave frequencies. Phase noise (PN) is an important effect in mm-wave frequencies. PN model has been extensively discussed in 3GPP for studying NR in mm-wave frequencies. PN model heavily depends on the assumptions on the VCO and PLL performance and limitations for mm-wave frequencies. The assumptions can be quite different for different technologies. Thus, it is difficult to have one universal model that works for different technologies.
In TR 38.803, Study on new radio access technology: Radio Frequency (RF) and co-existence aspects, there are two example PN models presented in Sections 6.1.10 and 6.1.11, respectively. We propose that these example PN models should be used as baseline for NTN studies in Ka band. Companies should indicate which PN model is used when presenting their simulation results.
For the S-band it is expected that the effect from PN on performance is neglectable. It is therefore proposed that PN modelling for the S-band is optional.
[bookmark: _Toc16839613]PN model heavily depends on the assumptions on the VCO and PLL performance and limitations for mm-wave frequencies. The assumptions can be quite different for different technologies.
[bookmark: _Toc16839626]The example phase noise models in TR 38.803 are used as baseline models for NTN studies of the Ka band. In the S-band PN modelling is optional.
2.3	Satellite parameters: Per beam or per satellite?
Two sets of satellite parameters are considered as the baseline for system level simulator calibration. However, it is not clear how many beams can be simultaneously generated with a satellite. For example, for 600 km LEO satellite at 2 GHz in set 1 system satellite parameters, the equivalent satellite antenna aperture (antenna diameter) is 2 m and the satellite TX max gain is 30 dBi. Transmit antenna gain may be derived by

In this case, . We can infer that the antenna efficiency  to get 30 dBi antenna gain for a parabolic antenna. In the case of array antenna, assuming the antenna element gain is 0 dBi, an array consisting of 32 x 32 elements is needed to get 30 dBi antenna gain. Assuming the antenna element spacing is , the array has a size of 2.4 m x 2.4 m. 
It seems that the satellite TX max gain is the total antenna gain over all the beams that are simultaneously generated with the satellite. Clearly, there is a tradeoff between link budget and system capacity. When the number of simultaneously generated beams increases, the link budget becomes more stringent but the simultaneously served geographical area becomes larger. Thus, to accurately assess NTN link budget and system capacity, assumptions on the numbers of transmit and receive beams per satellite are needed.
In addition to satellite TX max gain and RX max gain, there are similar confusions about the other parameters such as EIRP density and G/T, regarding whether they are per-beam or per-satellite parameters.
If the current satellite parameters are per-satellite parameters, it is necessary to determine how to apply the parameters to the beams simultaneously associated with the satellite. In the running example above, the channel bandwidth for LEO in 2 GHz is 30 MHz, EIRP density is 34 dBW/MHz, and TX max gain is 30 dBi. Assuming these are per-satellite parameters, we can infer that the satellite transmit power is 48.77 dBm (i.e., 75 W). It should be decided how the transmit power/antenna gain/EIRP density is distributed across the beams.
[bookmark: _Toc16839627]RAN1 to discuss and agree on the numbers of transmit and receive beams simultaneously generated per satellite.
[bookmark: _Toc16839628]RAN1 to clarify whether the two sets of satellite parameters are applied per satellite or per beam.
[bookmark: _Toc16839629]For a given number of transmit/receive beams per satellite, RAN1 to discuss how to apply the satellite parameters to each beam (if they are per-satellite parameters).  
2.4	Uplink transmission bandwidths
Assumptions on uplink transmission bandwidths are important for link budget analysis. 
· For S-band NTN, uplink transmission bandwidth may range from 180 kHz (1 PRB with 15 kHz subcarrier spacing) to 30 MHz. The target SNR may vary up to 22 dB, depending on the assumed uplink transmission bandwidth. 
· For Ka-band NTN, uplink transmission bandwidth may range from 720 kHz (1 PRB with 60 kHz subcarrier spacing) to 400 MHz. The range of target SNR is up to 27 dB, depending on the assumed uplink transmission bandwidth. 
In NTN, handheld UE is assumed for S-band and VSAT is assumed for Ka-band. Since link budget is challenging for handheld UE in NTN uplink, it is reasonable to assume that handheld UE transmits with minimum uplink bandwidth for link budget analysis. For VSAT, the performance is not coverage limited (but bandwidth limited) and thus it is reasonable to assume that VSAT transmits with maximum uplink bandwidth for link budget analysis. This will provide insights on peak data rate in NTN uplink with VSAT since channel capacity monotonically increases with channel bandwidth.
[bookmark: _Toc16839630]For link budget calculation in NTN uplink, it is assumed that handheld UE transmits with 180 kHz bandwidth in S band and VSAT transmits with 400 MHz bandwidth in Ka band.
2.5	Wrap-around methodology for NTN
To perform wrapping when performing system level simulations is an established way for lowering the simulation complexity. Based on the discussions at RAN1#97 in Reno, it was also acknowledged that a wrap-around mechanism should be considered as a baseline for single satellite simulation for intra-satellite interference modelling based on additional boresight beam directions. However, details on the wrap-around methodology are still open. Different wrap-around methods will give quite different statistics in terms of geometry, making it difficult (if not impossible) to calibrate system level simulators among companies and compare results from different sources. This will cause difficulty to make observations and draw conclusions from the system simulation results for NTN study. 
[bookmark: _Toc16839614]Different wrap-around methods will give quite different statistics in terms of geometry [5], making it difficult (if not impossible) to calibrate system level simulators among companies and compare results from different sources.
It seems too late for RAN1 to agree on a common wrap-around methodology, considering that there are only 2 meetings left (not counting the current meeting) in Rel-16 NTN study. Alternatively, it is worth considering a set up without wrap-around: simulate 61 beams and collect statistics from the inner 19 beams. The simulation burden would be similar to the typical terrestrial setup, where 57 cells located at 19 sites are simulated.
An illustration of the proposed simulation setup without wrap-around is given in Figure 3 in Section 4.
[bookmark: _Toc16839631]RAN1 to assume an NTN system simulation setup without wrap-around: simulate 61 beams and collect statistics from the inner 19 beams.
2.6	NTN channel models
It was claimed that the NTN channel models in TR 38.811 V15.0.0 were deficient [4]. The discussions resulted in that the corrections in R1-1907788 [4] were endorsed at RAN1#97 and a corresponding LS to RAN was approved. This in the end led to the creation of a new version of TR 38.811 V15.1.0. 
We have tried to implement the updated NTN channel models in TR 38.811 V15.1.0 and find that the channel models are problematic. For example, consider a cross-correlations matrix “C” of the form (c.f. Step 4 in Section 7.5 in TR 38.901 [6]):
'1'		'DSvsSF'	'ASDvsSF'	'ASAvsSF'	'ZSDvsSF'	'ZSAvsSF'
'DSvsSF'	'1'		'ASDvsDS'	'ASAvsDS'	'ZSDvsDS'	'ZSAvsDS'
'ASDvsSF'	'ASDvsDS'	'1'		'ASDvsASA'	'ZSDvsASD'	'ZSAvsASD'
'ASAvsSF'	'ASAvsDS'	'ASDvsASA'	'1'		'ZSDvsASA'	'ZSAvsASA'
'ZSDvsSF'	'ZSDvsDS'	'ZSDvsASD'	'ZSDvsASA'	'1'		'ZSDvsZSA'
'ZSAvsSF'	'ZSAvsDS'	'ZSAvsASD'	'ZSAvsASA'	'ZSDvsZSA'	'1'
From Table 6.7.2-4a (Channel model parameters for Urban Scenario (NLOS) at S band), for 10 degrees elevation angle, the correlation matrix C is given by
C =
 1.00	-0.40	-0.60	 0.00	 0.00	-0.40
-0.40	 1.00	 0.72	 0.47	 0.98	-0.01
-0.60	 0.72	 1.00	 0.53	 0.72	 0.00
 0.00	 0.47	 0.53	 1.00	 0.47	 0.04
 0.00	 0.98	 0.72	 0.47	 1.00	-0.01
-0.40	-0.01	 0.00	 0.04	-0.01	 1.00
This correlation matrix is needed for generating large scale parameters, e.g. delay spread (DS), angular spreads (ASA, ASD, ZSA, ZSD), Ricean K factor (K) and shadow fading (SF). To this end, the square root matrix of the correlation matrix needs to be generated using for example the Cholesky decomposition, and thus the correlation matrix should be positive definite. It can be verified that the above matrix is not positive definite (it has a negative eigenvalue of -0.129). There are more cases where the correlation matrices are not positive definite.
[bookmark: _Toc16839615]The NTN fast fading channel models in TR 38.811 V15.1.0 may lead to non-positive definite correlation matrices for large scale parameters.
[bookmark: _Toc16839632]RAN1 to carefully check the correctness of the channel models in TR 38.811 V15.1.0 before adopting them in Rel-16 NTN evaluations.
2.7	Simulation area
Simulation area of cells is a basic component in system level simulation. In terrestrial case, the simulation area of the cells is simply the union of hexagons and UEs are placed in the hexagons accordingly. 
[image: ]
[bookmark: _Ref16086983]Figure 1: Ground layout of beams generated based on regular hexagonal beam pattern in UV-plane. The center point of each beam is indicated with a bullet. 
In NTN, the beams form a regular hexagon pattern in the UV plane, but the beam layout on the ground is no longer a regular hexagon pattern, as illustrated in Figure 1. It becomes unclear what the simulation area of the cells is in this case. It was agreed that the baseline NTN UE distribution is to have at least X=10 UEs per beam with uniform distribution in all the beams. Then what is the coverage region of the beams where the corresponding UEs are uniformly distributed? In particular, what is the simulation area of a beam in the outermost ring?
RAN1 should agree on a common simulation area. We propose to use the following method, which resembles the terrestrial hexagon layout, to determine simulation area in NTN
· The coverage region of each beam is the Voronoi cell determined by the beam centers on the ground. In other words, we are given a finite set of points  where  denotes the center of the beam . The Voronoi cell  consists of every point whose distance to  is less than or equal to its distance to any other beam centers. In this case, the simulation area of each cell is a 6-sided polygon.
For example, the simulation area of 19 beams can be determined as follows. We can generate 37 beams, as illustrated in Figure 1. The Voronoi cell of beam  consists of every point whose distance to the center of beam  is less than or equal to its distance to any other beam centers. The outermost beams (marked in red in Figure 1) are only used for determining the simulation area, and they are not needed for actual simulation.
An illustration of the proposed definition of simulation area is given in Figure 3 in Section 4.
[bookmark: _Toc16839633]The simulation area of each beam is the Voronoi cell associated with the corresponding beam center.
2.8	Number of UEs in NTN system level simulation
In system level simulation for a homogeneous network where cells are of the same size, it is often assumed the traffic is uniform on the ground. In particular,10 UEs per cell are often assumed in 3GPP for evaluation of a homogeneous terrestrial network with 19 sites/57 cells. 
In system level simulation for an NTN network with the agreed UV plane methodology, cells are of different sizes. In particular, the sizes of cells corresponding to the beams in the outer rings are considerably larger than the sizes of cells corresponding to the beams in the inner rings. If 10 fixed UEs were to be assumed per beam, the traffic would become uneven on the ground. This setup would be a bit strange. Instead, a more reasonable approach would be to generate 10*N UEs uniformly distributed in the simulation area, where N is the number of beams. This approach would lead to uniform traffic on the ground, as in the case of a homogeneous terrestrial network.
[bookmark: _Toc16839634]In NTN system level simulation, a total of X*N UEs are uniformly distributed in the simulation area, where X is the average number of UEs per beam and N is the number of beams.
3 Link budget calculation
3.1	GEO: Noise only
Based on agreed RAN1 evaluation assumptions, we carry out link budget calculation for GEO for 10 degrees elevation angle, as given in Table 1. It is assumed that handheld UE transmits with 180 kHz bandwidth in S band and VSAT transmits with 400 MHz bandwidth in Ka band. We make the following observations:
[bookmark: _Toc16839616]In S-band GEO, uplink operating SNR is low (-5.8 dB) for handheld UE with 180 kHz transmission bandwidth. In Ka-band GEO, uplink operating SNR is acceptable (1.4 dB) for VSAT with 400 MHz transmission bandwidth.
[bookmark: _Toc16839617]In GEO, downlink operating SNR in Ka-band is 10.2 dB higher than its counterpart in S-band. This is mainly because that VSAT in Ka-band has a much higher G/T than handheld UE in S-band.

	LINK BUDGET
	GEO: S-band
	GEO: Ka-band

	System
	GEO DL
	GEO UL
	GEO DL
	GEO UL

	TX: EIRP/spot/BW [dBm]
	81.6
	23.0
	62.6
	76.2

	RX: G/T [dB/T]
	-31.6
	19.0
	15.9
	28.0

	Bandwidth [Hz]
	180000
	180000
	180000
	4E+08

	Free space path loss (PL) [dB]
	190.6
	190.6
	210.6
	214.2

	Atmospheric loss (LA)
	0.2
	0.2
	1.4
	1.3

	Shadow fading margin (SF) [dB]
	3
	3
	0
	0

	Polarization loss [dB]
	0
	0
	0
	0

	Additional losses (AD) [dB]
	0
	0
	0
	0

	Target SNR [dB]
	2.2
	-5.8
	12.4
	1.4


[bookmark: _Ref14163961]Table 1: GEO link budget calculation for 10 degree elevation angle: Set-1 satellite parameters
[bookmark: _Toc16839635]RAN1 to check the parameters for S-band GEO to see if uplink operating SNR (-5.8 dB) can be improved.
3.2	LEO: Noise only
Based on agreed RAN1 evaluation assumptions, we carry out link budget calculation for LEO with 30 degree elevation angle, as given in Table 2. It is assumed that handheld UE transmits with 180 kHz bandwidth in S band and VSAT transmits with 400 MHz bandwidth in Ka band. We make the following observations:
[bookmark: _Toc16839618]Each operating downlink SNR value in S-band LEO is close (within 1 dB) to its counterpart in Ka-band LEO. 
[bookmark: _Toc16839619]Each operating uplink SNR value in S-band LEO is about 11 dB lower than its counterpart in Ka-band LEO. 
[bookmark: _Toc16839620]In LEO, uplink operating SNR at 600 km is 5.4 dB higher than uplink operating SNR at 1200 km. The 5.4 dB difference purely comes from free space path loss difference in these two cases.
[bookmark: _Toc16839621]In LEO, the difference of downlink operating SNRs at 600 km and at 1200 km is within 1 dB. This is because the 6 dB higher transmit power at 1200 km compensates for the 5.4 dB higher path loss at 1200 km, resulting in an operating SNR value close to the counterpart at 600 km.

	LINK BUDGET
	S-band
600 km
	S-band
1200 km
	Ka-band
600 km
	Ka-band
1200 km

	System
	LEO DL
	LEO UL
	LEO DL
	LEO UL
	LEO DL
	LEO 
UL
	LEO DL
	LEO 
UL

	TX: EIRP/spot/Bandwidth [dBm]
	56.6
	23.0
	62.6
	23.0
	26.6
	76.2
	32.6
	76.2

	RX: G/T [dB/T]
	-31.6
	1.1
	-31.6
	1.1
	15.9
	13.1
	15.9
	13.1

	Bandwidth [Hz]
	180000
	180000
	180000
	180000
	180000
	4E+08
	180000
	4E+08

	Free space path loss (PL) [dB]
	159.1
	159.1
	164.5
	164.5
	179.1
	182.6
	184.5
	188.0

	Atmospheric loss (LA)
	0.1
	0.1
	0.1
	0.1
	0
	0
	0
	0

	Shadow fading margin (SF) [dB]
	3
	3
	3
	3
	0
	0
	0
	0

	Polarization loss [dB]
	0
	0
	0
	0
	0
	0
	0
	0

	Additional losses (AD) [dB]
	0
	0
	0
	0
	0
	0
	0
	0

	Target SNR [dB]
	8.8
	8.0
	9.4
	2.6
	9.4
	19.3
	10.0
	13.9


[bookmark: _Ref14175188]Table 2: LEO link budget calculation for 30 degree elevation angle: Set-1 satellite parameters
3.3	Noise + interference
As discussed in the last RAN1 meeting, the outcome of the link budget analysis should be Carrier-to-noise-and-interference ratio (CNIR) of transmission link between satellite and UE. The derivation of CINR needs both carrier-to-noise ratio (CNR) and carrier-to-interference ratio (CIR). The above discussions focus on CNR, while the analysis on CIR requires system-level evaluation and it is not possible yet given the unresolved issues as detailed in Section 2. We suggest that RAN1 should continue link budget analysis by incorporating CIR. 
To illustrate the impact of CIR on the link budget, we have conducted an initial evaluation of the geometry in an NTN scenario for 600 km LEO in S band at 90 degree elevation angle. Figure 2 shows the geometry SIR (i.e., CIR) distribution for the inner 19 beams based on the setup depicted in Figure 3. The link budget calculation results are summarized in Table 3. It can be seen that though DL CNR is high (13.9 dB), the geometry CIR values are low: -2.73 dB, -1.1 dB, 0.78 dB at the 10th percentile, 50th percentile, and 90 percentile, respectively. As a result, the corresponding DL CINR values (-2.82 dB, -1.24 dB, 0.57 dB) are low.  
[image: ]
[bookmark: _Ref16754028]Figure 2: Geometry SIR (i.e., CIR) distribution for the inner 19 beams based on the setup depicted in Figure 3.
	DL CNR [dB]
	13.9
	13.9
	13.9

	DL CIR [dB]
	-2.73 (10th percentile)
	-1.11 (50th percentile)
	0.78 (90th percentile)

	DL CINR [dB]
	-2.82
	-1.24
	0.57


[bookmark: _Ref16755005]Table 3: LEO link budget calculation for 90 degree elevation angle: Set-1 satellite parameters, S band, 600 km height.
[bookmark: _Toc16839622]In an NTN system with 1 frequency reuse and high load, the operating DL CINR can be limited by interference.
[bookmark: _Toc16839636]RAN1 to continue link budget analysis by evaluating CIR from system-level simulation to calculate CINR.
4 [bookmark: _Ref16838972]System simulation calibration
It is not possible to have a meaningful calibration campaign, given that there are unresolved issues as detailed in Section 2. We suggest that RAN1 should promptly resolve the remaining key issues to move forward in this area. 
Based on our proposals made in Section 2, we have conducted an initial evaluation of path gain and SIR in an NTN scenario, as plotted in Figure 3. Several remarks are in order.
· Generating 61 beams and using statistics from the inner 19 beams yields reasonable path gain and geometry statistics for NTN system level calibration and simulation. Thus, it is a good alternative to finding a new wrap-around methodology for NTN with UV plane methodology.
· The simulation area is well defined by the union of the 19 inner Voronoi cells. This resolves the issue related to where to place the UEs.
[image: ]
[bookmark: _Ref16686255]Figure 3: Pathgain and geometry maps: 600 km LEO and central beam center is at nadir point.
[bookmark: _Toc16839623]To move forward in the system simulation calibration campaign, it is essential to resolve the remaining key issues on per-beam vs. per-satellite parameters, wrap-around, channel models, and simulation area.
Conclusion
In the previous sections, we discuss NTN link level and system level evaluations. We made the following observations: 
Observation 1	PN model heavily depends on the assumptions on the VCO and PLL performance and limitations for mm-wave frequencies. The assumptions can be quite different for different technologies.
Observation 2	Different wrap-around methods will give quite different statistics in terms of geometry [5], making it difficult (if not impossible) to calibrate system level simulators among companies and compare results from different sources.
Observation 3	The NTN fast fading channel models in TR 38.811 V15.1.0 may lead to non-positive definite correlation matrices for large scale parameters.
Observation 4	In S-band GEO, uplink operating SNR is low (-5.8 dB) for handheld UE with 180 kHz transmission bandwidth. In Ka-band GEO, uplink operating SNR is acceptable (1.4 dB) for VSAT with 400 MHz transmission bandwidth.
Observation 5	In GEO, downlink operating SNR in Ka-band is 10.2 dB higher than its counterpart in S-band. This is mainly because that VSAT in Ka-band has a much higher G/T than handheld UE in S-band.
Observation 6	Each operating downlink SNR value in S-band LEO is close (within 1 dB) to its counterpart in Ka-band LEO.
Observation 7	Each operating uplink SNR value in S-band LEO is about 11 dB lower than its counterpart in Ka-band LEO.
Observation 8	In LEO, uplink operating SNR at 600 km is 5.4 dB higher than uplink operating SNR at 1200 km. The 5.4 dB difference purely comes from free space path loss difference in these two cases.
Observation 9	In LEO, the difference of downlink operating SNRs at 600 km and at 1200 km is within 1 dB. This is because the 6 dB higher transmit power at 1200 km compensates for the 5.4 dB higher path loss at 1200 km, resulting in an operating SNR value close to the counterpart at 600 km.
Observation 10	In an NTN system with 1 frequency reuse and high load, the operating DL CINR can be limited by interference.
Observation 11	To move forward in the system simulation calibration campaign, it is essential to resolve the remaining key issues on per-beam vs. per-satellite parameters, wrap-around, channel models, and simulation area.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN1 to prioritize LEO bent-pipe/transparent architecture and consider regenerative architecture as second priority in Release-16 NTN evaluation.
Proposal 2	RAN1 to prioritize the use cases of eMBB, fixed wireless and backhauling in Rel-16 NTN.
Proposal 3	The example phase noise models in TR 38.803 are used as baseline models for NTN studies of the Ka band. In the S-band PN modelling is optional.
Proposal 4	RAN1 to discuss and agree on the numbers of transmit and receive beams simultaneously generated per satellite.
Proposal 5	RAN1 to clarify whether the two sets of satellite parameters are applied per satellite or per beam.
Proposal 6	For a given number of transmit/receive beams per satellite, RAN1 to discuss how to apply the satellite parameters to each beam (if they are per-satellite parameters).
Proposal 7	For link budget calculation in NTN uplink, it is assumed that handheld UE transmits with 180 kHz bandwidth in S band and VSAT transmits with 400 MHz bandwidth in Ka band.
Proposal 8	RAN1 to assume an NTN system simulation setup without wrap-around: simulate 61 beams and collect statistics from the inner 19 beams.
Proposal 9	RAN1 to carefully check the correctness of the channel models in TR 38.811 V15.1.0 before adopting them in Rel-16 NTN evaluations.
Proposal 10	The simulation area of each beam is the Voronoi cell associated with the corresponding beam center.
Proposal 11	In NTN system level simulation, a total of X*N UEs are uniformly distributed in the simulation area, where X is the average number of UEs per beam and N is the number of beams.
Proposal 12	RAN1 to check the parameters for S-band GEO to see if uplink operating SNR (-5.8 dB) can be improved.
Proposal 13	RAN1 to continue link budget analysis by evaluating CIR from system-level simulation to calculate CINR.

[bookmark: _In-sequence_SDU_delivery][bookmark: _Ref510504022][bookmark: _Ref510814820][bookmark: _Ref174151459][bookmark: _Ref189809556]References
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.821. 


In this contribution, we 


discuss 


the 


remaining is


sues of


 


NTN link level and system 


level evaluations


.


 


 


2


 


Remaining details on evaluation assumptions


 


2.1


 


Architecture options and use cases


 


Depending on the functionality of the satellite in the system, we can consider two transponder options: bent


-


pipe/transparent transponder and regenerative transponder. 


 


Considering the limited time in Rel


-


16 NTN study in RAN1, we propose to prioritize bent


-


pipe/transparent 


architecture and consider regenerative architecture as second priority in Release


-


16 NTN evaluation.


 


There 


are also several technical reasons why it is desirable to prioritize transparent over regenerative:


 


•


 


Transparent payloads are less c


omplex and costly compared to regenerative


 


payloads.


 


•


 


With transparent payloads, all gNB functionality resides on the ground, making it easier to build, test, 


and integrate with terrestrial 5G networks.


 


Physical layer


 


Consolidation of potential impacts as initially identified in T


R 38.811 and identification of related solutions 


if needed 


 


[RAN1]: 


 


•


 


Physical layer control procedures (e.g. CSI feedback, power control)


 


•


 


Uplink Timing advance/RACH procedure including PRACH 


sequence/format/message


 


•


 


Making retransmission 


mechanisms at the physical layer more delay


-


tolerant as 


appropriate. This may also include capability to deactivate the HARQ 


mechanisms.


 


Performance assessment of NR in selected deployment scenarios (LEO based satellite access, GEO 


based satellite access) 


through link level (Radio link) and system level (cell) simulations [RAN1]
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