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Introduction
In RAN1#97, the following agreements were reached
Agreement:
Selection of the new numerologies for support of rooftop reception in HPHT-1 and MPMT scenarios is based on the candidates listed in the Table X below.
Table X: New numerologies for support of rooftop reception in MPMT and HPHT-1 scenarios
	Tcp (us)
	Tu (ms)
	T (ms)
	Numerology (kHz)
	FFT size
	Number of MBSFN subframes per 40ms in MBMS-dedicated carrier (with no gap overhead)
	Number of MBSFN subframes per 5ms (with gap overhead in mixed-carrier )
	CP overhead

	386
	2.4
	2.786
	0.417
	36864
	14
	1 (4.3%)
	13.9%

	300
	2.7
	3
	0.370
	41472
	13
	1 (0%)
	10.0%



In the rest of this contribution, we provide evaluations and key design insights that are relevant towards obtaining the best performance with the above numerologies for the use cases in consideration.  
System Level Evaluations
We present in the charts below, the 95 percent and 99 percent SNRs for the two relevant scenarios in consideration for the proposed long numerology (Medium Power Medium Tower (MPMT) and High-Power High Tower 1 (HPHT1)) under the agreed upon 50/1 channel model. We present results across the following settings:
1. Two candidate numerologies:
a. The 300/2700 numerology (Numerology 1), wherein the CP length  is  and the useful symbol duration is  
b. The 386/2400 numerology (Numerology 2), wherein the CP length  is  and the useful symbol duration is 
2. Several Equalization Intervals (EIs): The EI corresponds to the net interval of Reference Signals (RSs) in the frequency domain. We depict results for an RS density .
In addition, we also depict the performance of the legacy Rel14 numerology with a CP length of 200 microseconds, which is clearly (as outlined during the study item) suboptimal for both the MPMT and HPHT1 settings.
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Figure 1: System-Level SNRs for Medium Power Medium Tower (MPMT) Rooftop Scenario
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Figure 2: System-Level SNRs for High Power High Tower 1 (HPHT1) Rooftop Scenario

The insights we draw from the system-level SNRs are as follows:
1. The system-level performance of Numerology 1 and 2 are not too different from each other, across pretty much all scenarios.
2. The system-level performance with an EI  can suffer up to a 2.5 dB loss with respect to an EI of , while that with EI seems to have its losses limited to within 0.6 dB

Preferred numerology
Among Numerologies 1 and 2, we do not observe a significant difference in the system level SNRs as depicted in Section 1. Yet, Numerology 1 provides the following additional advantages over Numerology 2
1. Numerology 1 has a lower CP-to-Useful Symbol overhead—this results in improved net throughput at a given SNR
2. Numerology 1 provides scheduling advantages over numerology 2, since the symbol boundaries of Numerology 1 coincide with the symbol boundaries of legacy numerologies.
3. The link-to-system mapping in Section 5.3 demonstrates that in all but one tested scenario, Numerology 1 results in superior spectral efficiencies achieved. Even in the one scenario where Numerology 2 is better (HPHT1 at 99% coverage), the difference in spectral efficiency is only 7.6%
With these in mind, we propose to adopt Numerology 1 over Numerology 2 in the specifications.
Proposal 1: Adopt Numerology 1 with cyclic prefix duration of  and useful symbol duration of  for EnTV rooftop reception.
Link Level Evaluations and Insights
Reference Signal Patterns—Time Stagger and Frequency Density
An RS pattern with “Frequency Spacing” of  subcarriers and “Time Stagger” of  symbols implies that when the RSs from  consecutive symbols are coalesced together, there is an RS in one out of every  subcarriers throughout the entire system bandwidth. In other words, instead of putting an RS every  subcarriers in one (or each) symbol, we “stagger” these RSs across  symbols, to reduce overhead.
The optimal staggering parameter  depends on the Coherence Time of the channel—for channels that change fast, we need smaller  values to effectively keep track of the channel. The design tradeoff is in balancing overhead reduction with channel estimation accuracy (due to Doppler). Additionally, a very large value of  may result in reduced performance in the presence of residual frequency error.
An RS pattern of , has a base unit of  subcarriers and  symbols in the time-frequency plane, which then repeats as a block in time and frequency. Fig. 3 below depicts a base unit of an RS pattern with .
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Figure 3: Base unit of an RS pattern with 
Reference Signal Density in Time
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Figure 4: Impact of time-stagger parameter  on link-level performance

From Fig. 4, we observe that for the HPHT1 scenario with an RS density of , a time stagger of 4 symbols provides the best performance. This can be explained by the fact that the Doppler Spread for the rooftop reception settings is very small, which results in an extremely slowly varying channel—as a result, the reference signals can be “spread out” across time, and still be combined together from all the symbols in the stagger pattern without noticeable channel estimation penalties, while, at the same time, reducing the net RS overhead considerably.

Reference Signal Density in Frequency
While the system level simulations in Section 1 already pointed to a gain for the setting with  (which translates to an RS density of   in frequency), we further obtain additional confirmation from our link-level simulations (shown in Fig. 5) that an (effective, combined across an entire “time stagger”, as defined in the previously) RS density of  provides the best link-level performance. 
[image: ]
Figure 5: Impact of frequency spacing  on link-level performance
Proposal 2: For Numerology 1, specify an RS pattern with a time-stagger  of 4 PMCH symbols, and a frequency density  of one in every 3 subcarriers calculated over a block of 4 PMCH symbols.
Impact of Carrier Frequency Offset 
CFO correction ranges for RS patterns
The link-level results presented thus far do not consider the effect of residual carrier frequency offsets after PBCH decoding at the UE. Typically, these residual CFOs are of the order of 50 to 100 Hz, which are corrected in legacy LTE by running a Frequency Tracking Loop (FTL) over successive occurrences of the CRS at the same location in frequency. In the EnTV rooftop setting however, the native RS density proposed above proves to be insufficient to correct a residual CFOs greater than approximately 40Hz. This can be explained by the following calculations:
An RS pattern with a time-stagger of , a Frequency Tracking Loop (FTL) can correct a residual CFO of up to  Hz. For Numerology 1, this equates to a maximum correctable residual CFO of 41.67 Hz, which may be insufficient for typical scenarios as described above (up to ~100 Hz residual CFO after PBCH decoding). In the expression above,  denotes the length of each PMCH symbol.
Indeed, the effect of uncorrected residual CFO on system performance can be dramatic—Fig. 7 shows that at larger Transport Block Sizes (TBSs), an uncorrected CFO as small as 2.5 Hz can lead to a loss in performance of greater than 3 dB. The reason for this extreme sensitivity to CFO is the very low subcarrier spacing (~370.4 Hz) and the long stagger of reference signals across time of 4 PMCH symbols. 
While this result may be a priori concerning, it would be an overkill (and detrimental to the overall performance) if we had to make the regular RS pattern have a time stagger , simply to cater to residual CFO correction. Instead, we propose an alternative solution of a second-type of RS that is sparse in frequency but appears at every symbol—a signal similar in spirit to a Phase-Tracking RS. 
Additional reference signal for residual CFO correction
As discussed above, we propose a second type of RS that is designed to correct any residual CFO in the system. This RS is very sparse in frequency (for example, occurs, once every 432 tones)—thereby resulting in no appreciable overhead penalty—while having the desirable characteristic of occurring in every PMCH symbol in the subcarriers that it occurs. In this setting, the UE can estimate the CFO by performing a phase differential across consecutive OFDM symbols.
The effective time-stagger value of 1 provided by this additional RS allows us to correct for a residual CFO of up to 166.68 Hz for Numerology 1, without incurring unnecessary overhead by increasing the density of the basic  RS pattern. The resulting RS pattern comprising both the regular RS with an  pattern (marked in red), and the additional proposed RS (marked as RS2 in blue) is depicted in the Fig. 6 below. We re-iterate that we propose RS2 to be very sparse in frequency—typically, once every 180 Khz (legacy PRB bandwidth), for example.



[image: ]
Figure 6: RS pattern with additional RS for CFO correction. The additional RS, highlighted in blue, is very sparse in frequency, and has negligible overhead.








Performance with Frequency Tracking Loops and additional RS
We observe in Fig. 7 that with this additional reference signal, an FTL can reliably correct a residual CFO of 100 Hz with near-perfect accuracy (with respect to a system with no CFO).

[image: ]
Figure 7: Effect of uncorrected (no FTL employed) and corrected (using an FTL in conjunction with the additional RS described in this Section) residual CFO on system performance.
Proposal 3: Specify a second type of RS for Numerology 1 that is very sparse in frequency but occurs at every PMCH symbol in the subcarriers where it is present. This RS may be used to correct residual Carrier Frequency Offsets at the UE.

Tone-level Interleaving—the why and how
Frequency first mapping and code-block localization
In existing LTE-MBMS specifications, the mapping of (channel coded and modulated) QAM symbols to the individual OFDM tones (subcarriers) happens in a frequency-first fashion—in other words, the modulated symbols corresponding to the (potentially multiple) code blocks are mapped sequentially, one-after-the-other, to the OFDM tones.
In the case where the number of code blocks is small, or indeed when (due to a large subcarrier spacing, small system bandwidth, or any combination thereof) a single codeblock spans the entire system bandwidth, maximum or near-maximal frequency diversity is ensured for such code blocks.
However, if a situation arises where the number of codeblocks  in a given transport block is large—and as a result, each codeblock roughly sees a fraction  of the entire frequency bandwidth, adequate frequency diversity may not be ensured for each codeblock with baseline frequency-first mapping, and the codeblocks are localized to fraction  of the bandwidth. 
Such a situation indeed arises in the context of a long CP numerology like the ones proposed in this contribution. From TS 36.212, the number of codeblocks for a give Transport Block Size (TBS) is given by , which, for TBSs of significance in this setting (up to 76208 bits) results in up to 13 codeblocks per TB (or PMCH symbol). As a result, especially for larger TBSs, the codeblock localization with baseline frequency-first mapping may severely affect system performance. An illustration is provided in Fig. 8 that highlights this codeblock localization phenomenon.

[image: ]
Figure 8: Example demonstrating codeblock localization in frequency when frequency-first mapping (without tone-level interleaving) is employed.

Observation 1: The combination of frequency-first mapping, single OFDM symbol, and larger TBS reduce the frequency diversity seen by a codeblock.

Inter code-block interleaving
To address the codeblock localization problem outlined above, we propose to interleave the tones corresponding to the codeblocks, such that the tones of each codeword experience observe the entire system bandwidth. This may be achieved with a simple row-column interleaver, where the number of rows of the interleaver corresponds to the number of ccodeblocks in the TB. This (for the same example as above) is illustrated in Fig. 9.


[image: ]
Figure 9: Codeblock localization resolved by using tone-level interleaving across codeblocks.


Performance benefits with interleaving
Fig. 10 demonstrates the performance benefits that we can obtain from inter-codeblock interleaving, as described above. The gains, as expected, are large for larger TBSs, which suffer the most from the codeblock localization described before. For a TBS of 66592, a gain of ~1.5dB is observed, and for a TBS of 76208, there is even more benefit, with a significant improvement in the slope of the BLER curve, representing the frequency diversity benefits provided by the interleaver.
[image: ]
Figure 10: Impact of tone-level interleaving on link-level performance
Proposal 4: For Numerology 1, specify tone-level interleaving across codeblocks. FFS details. 
The case for front-loaded dense RS
In the evaluations above, we are assuming continuous PMCH transmission, such that for decoding a transport block received in symbol N we always have the availability of RS in symbol N-1, N-2, N-2. This allows the UE to perform de-staggering and resolve the whole channel.
In some cases, however, there UE may not have the availability of RS in previous symbols:
· For the case of TDM of different numerologies (allowed by current specification), the symbol before symbol N may not be transmitted with 300us CP. In that case, the UE may have to demodulate the PMCH based on a single RS observation, which reduces the equalization interval by a factor of ¼. Note that we are assuming causal processing at the UE – buffering the symbol and processing based on future RS is not possible due to complexity/storage constraints.
· The subframes that contain MTCH are signalled from MCCH. Thus, before decoding MCCH in symbol N, the UE may not know whether the previous symbols contain the same numerology or not.

Observation 2: In some cases (TDM of different numerologies, MCCH decoding) the UE may not be able to perform de-staggering of RS in four consecutive symbols, thus reducing the EI.
Proposal 5: RAN1 to specify a solution for the cases where, for decoding PMCH in symbol N, there is no availability of reference signals in subframes (N-1, N-2, N-3).
In the following, we present one potential solution to this issue. The main reason to move to  is to reduce the RS overhead across symbols while keeping a dense reference signal in the frequency domain after de-staggering. For the cases where there is no availability of RS in previous subframes, the eNB could send a denser RS (e.g.  within a single symbol) that makes the symbol self-decodable. If the events that create the unavailability of RS are rare enough, the additional overhead incurred by this method is negligible. We depict this RS strategy in Figure 11.
[image: ]
Figure 11: An example showing a PMCH symbol with a dense RS in the beginning of transmission. Such a dense RS may be necessitated when there is a numerology change, or to enhance the fidelity of decoding the PMCH when the PMCH carries MCCH information.
 
Link to System Mapping
Methodology 
Thus far in our expositions, we have kept the link-level elements mostly distinct from the system-level results. This made sense, since for most of the designs we presented in this contribution, the link-to-system mapping was not necessary. However, to derive the achievable spectral efficiencies with the new numerology, a link-to-system mapping is in order.
The way we do this can be broadly explained as follows: 
1. We perform link-level simulations with TDL-E channels (as agreed for this work item) with an RMS delay spread of  for HPHT1 and  for MPMT, and with a Doppler spread of 1 Hz in both cases. We obtain these RMS delay spread from the channels observed in the system-level simulations.
2. Next, for each instance of the link-level simulation, we save the following quantities synchronously
a. TB Error Map, i.e., whether that instance was a success or a failure
b. Instantaneous SNR Map, which is obtained following the we obtain using the same mapping as in the system-level simulations (based on [1, Section 3.5])
3. After collecting the above two arrays for all instances, we apply a binning on the instantaneous SNRs to generate the system-mapped BLER-vs-SNR curves that we present in the next subsection.

System-mapped link-level results
The link-to-system mapped results for the MPMT scenario (for Numerology 1 and 2) are depicted below in Fig. 12 and 13. 
[image: ][image: ]
Figure 12: MPMT 300/2700 (System-mapped) 				    Figure 13: MPMT 386/2400 (System-mapped)

The link-to-system mapped results for the HPHT1 scenario (for Numerology 1 and 2) are depicted below in Fig. 14 and 15. 

[image: ][image: ]
Figure 14: HPHT1 300/2700 (System-mapped) 				Figure 15: HPHT1 386/2400 (System-mapped)

Spectral Efficiencies 
Reading off the TBS immediately to the left of the SNR values depicted from the system-level simulations in Section 1, we can obtain the spectral efficiency for a given setting by dividing the TBS by the product of the system bandwidth and PMCH symbol duration. The spectral efficiencies thus obtained are depicted below in Table 1. for 95 percent coverage, and in Table 2, for 99 percent coverage. Note that, except for a single case (HPHT1 99% coverage), the spectral efficiency of Numerology 1 is larger than that of Numerology 2 – even in this case, the gain may be artificially larger due to the TBS quantization (TBS 55056 is right at the 99% SNR for HPHT1, while TBS 55056 has a margin of ~0.5dB with respect to the 99% SNR).

Table 1: Spectral Efficiencies achieved for 95 percent coverage
	Scenario
	Numerology
	System-level SNR (dB)
	Best TBS decodable
	Spectral Efficiency (bps/Hz)

	MPMT
(95% coverage)
	300/2700/0.33
	19.9
	71112
	2.37

	
	386/2400/0.33
	19.9
	59256
	2.13

	HPHT1
(95% coverage)
	300/2700/0.33
	18
	66592
	2.22

	
	386/2400/0.33
	18.6
	59256
	2.13



Table 2: Spectral Efficiencies achieved for 99 percent coverage
	Scenario
	Numerology
	System-level SNR (dB)
	Best TBS decodable
	Spectral Efficiency (bps/Hz)

	MPMT
(99% coverage)
	300/2700/0.33
	19.1
	66592
	2.22

	
	386/2400/0.33
	19.1
	59256
	2.13

	HPHT1
(99% coverage)
	300/2700/0.33
	15.7
	55056
	1.84

	
	386/2400/0.33
	16.4
	55056
	1.98



Summary of Proposals and Observations
Proposal 1: Adopt Numerology 1 with cyclic prefix duration of  and useful symbol duration of  for EnTV rooftop reception.
Proposal 2: For Numerology 1, specify an RS pattern with a time-stagger  of 4 PMCH symbols, and a frequency density  of one in every 3 subcarriers calculated over a block of 4 PMCH symbols.
Proposal 3: Specify a second type of RS for Numerology 1 that is very sparse in frequency but occurs at every PMCH symbol in the subcarriers where it is present. This RS may be used to correct residual Carrier Frequency Offsets at the UE.
Observation 1: The combination of frequency-first mapping, single OFDM symbol, and larger TBS reduce the frequency diversity seen by a codeblock.
Proposal 4: For Numerology 1, specify tone-level interleaving across codeblocks. FFS details. 
Observation 2: In some cases (TDM of different numerologies, MCCH decoding) the UE may not be able to perform de-staggering of RS in four consecutive symbols, thus reducing the EI.
Proposal 5: RAN1 to specify a solution for the cases where, for decoding PMCH in symbol N, there is no availability of reference signals in subframes (N-1, N-2, N-3).
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