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1	Introduction
In RAN#83, the enhanced URLLC WID [1] has been agreed and one of the objectives is the enhancements to scheduling/HARQ:
· [bookmark: OLE_LINK1]Specification of enhancements to scheduling/HARQ [RAN1]
· Out-of-order HARQ-ACK associated with PDSCHs with different HARQ process IDs
· Out-of-order PUSCH scheduling associated with different HARQ process IDs, including overlapping PUSCHs and non-overlapping PUSCHs in time-domain
· Methods to handle DL data/data resource conflicts for overlapping PDSCHs in time-domain, scheduled by dynamic DL assignments 

In this contribution, we firstly discuss the downlink related topics including the out-of-order HARQ-ACK and DL data/data resource conflicts for overlapping PDSCHs in Sections 2. The uplink related topics on out-of-order PUSCH scheduling and overlapping of PUSCHs are discussed in Section 3.
2	Handling of two unicast PDSCHs
In RAN1#96, the following agreements on out-of-order HARQ-ACK have been made:
Agreements:
For a Rel. 16 eURLLC UE and dynamic downlink scheduling, on the active BWP of a given serving cell, the HARQ-ACK associated with the second PDSCH with HARQ process ID x received after the first PDSCH with HARQ process ID y (x != y) can be sent before the HARQ-ACK of the first PDSCH. Specify based on the following solutions:
· Solution 1: The UE always processes the second PDSCH. The UE may or may not drop the processing of the first channel.
· Solution 2: The UE processes both the first and second PDSCHs as a UE capability with no condition.
· Solution 3: The UE processes both the first and second channels under some conditions, e.g. using the CA capability. The conditions are reported as a UE capability. If the conditions are not satisfied, the UE behavior is not defined. 
· FFS: The details of the UE capability.
· Solution 4: 
· A UE drops (terminates) the processing of the first PDSCH.
· Alt1: The UE always drops the first PDSCH.
· Alt2: Some scheduling conditions should be defined. If not satisfied, the UE drops the processing of the first channel.
· FFS how to define the scheduling conditions, e.g., based on the number of RBs, TBS, number of layers, the gap between the first and second PDSCHs, the gap between the two PUCCHs carrying HARQ-ACK, etc.
· The UE behavior, e.g., decision on dropping the first channel and timing capability associated with the second channel, is determined, and is fixed, after decoding the PDCCH associated with the first and the second PDSCH. 
· When the UE drops the processing of the first channel, increasing the minimum PDSCH processing procedure time (N1) of the second PDSCH by d symbols can be considered.
· FFS the value of d. 
· Dropping the processing of the first PDSCH can be done in one of the two ways:
· Alt1: dropping the processing of the first PDSCH on the same serving cell 
· Alt2: dropping the processing of a PDSCH(s) on the same cell or a different serving cell.
· The UE only expects a maximum of one OOO PDSCH-to-HARQ-ACK flow on the active BWP of a given serving cell when applicable
· FFS whether or not, out-of-order operation is allowed across PDSCHs with PDSCH-to-HARQ gap compatible with PDSCH processing time (N1) for capability X.
In RAN1#97 the following has been concluded:
Conclusion:
Study further whether/how to support the following scenarios for the handling of two unicast PDSCHs:
1. When different DL processing times are associated with different PDSCHs on the same serving cell, and the two PDSCHs are non-overlapping.
· Note: The PDSCH-to-PUCCHs can be out-of-order or in-order.
· Note: The solution(s) should address the UE processing pipelining issue.
· Two PDSCHs follow DL processing timing capability #1 and #2, respectively, on the same serving cell.
· FFS if any different solutions are necessary to address different scenarios when the above condition occurs 
2. When the same DL processing time is configured on the same serving cell, and the two PDSCHs are non-overlapping, and the PDSCH-to-PUCCHs are out of order.
· Note: There is no UE processing pipelining issue.
· Note: the in-order PDSCH-to-PUCCHs are already handled in Rel-15.
3. The two unicast PDSCHs are overlapping at least in the time domain, regardless of whether the same or different DL processing times is configured on the same serving cell.
· Note: The solution(s) should address the UE processing pipelining issue in this case.
2.1 Non-overlapping PDSCHs with the same processing time
In RAN1#97 conclusion, it has been noted that there is no pipelining issue when the two non-overlapping PDSCHs are processed with the same processing capability, i.e. there is no impact on the decoding of eMBB traffic, regardless of whether the HARQ-ACKs are in order or OoO. Hence, the UE would only need to store the HARQ-ACK bit(s) for the first PDSCH to be transmitted later to support OoO HARQ-ACKs in this case, which should be trivial. Therefore, we propose to support this case in Rel-16 independently of the related discussions and decisions on the support of the case when two non-overlapping PDSCHs are processed with different capability.
Proposal 1: Support out-of-order HARQ-ACKs between two non-overlapping PDSCHs for the PDSCHs associated with the same processing time. 
2.2 Non-overlapping PDSCHs with different processing times
In Release 15, there are only four cases when the first PDSCH needs additional processing time, which may lead to different processing times between PDSCHs. These cases happen when the UE has processing capability 2 and
· Case 1: The first PDSCH is mapping Type A and the last symbol of the PDSCH is symbol i with i < 7, additional (7-i) symbols are added to the processing time of the first PDSCH.
· Case 2: The first PDSCH is mapping Type B, additional symbols (up to 3 symbols) may be added to the processing time of the first PDSCH depending on the overlap of PDCCH and PDSCH.
· Case 3: When the first PDSCH has additional DMRS configured, it falls back to cap#1 timing.
· Case 4: The first PDSCH is scheduled with 30kHz SCS, and the scheduled RB allocation exceeds136 RBs, the processing time of that PDSCH is defaulted to cap#1. 

We herein focus on how to support OoO HACK-ACKs in these four cases targeting the URLLC applications. For each case, two critical questions need to be considered: (i) whether the Rel-15 solutions can address the pipelining issue to support OoO HARQ-ACKs and (ii) whether these solutions are sufficient for URLLC or a new solution/enhancement is needed. 
For cases 1 and 2, there is no additional rule in Rel. 15 to restrict the processing time of the second PDSCH (i.e. the second PDSCH is still processed with cap#2) and how to schedule it (i.e. it can be scheduled back-to-back with the first PDSCH). This means that when the HARQ-ACKs are in order, Rel-15 UE can handle the pipelining properly after adding the extra processing time to the first PDSCHs in these two cases. However, when the HARQ-ACKs are out-of-order, perfect pipelining might not be satisfied. In that case, a solution is needed to support the OoO HARQ-ACKs in cases 1 and 2. 
For case 3, Rel-15 defaults the processing capability of both the first and second PDSCHs to cap#1 to avoid pipelining issue. With the Rel-15 solution, this case falls back to the case when the two PDSCHs are processed with the same processing capability discussed in the previous subsection, but with cap#1. Apparently, for URLLC, there is an advantage of allowing the second PDSCH to be processed with cap#2. In other words, the Rel-15 solution of falling back the processing time of the second PDSCH to cap#1 is not optimal for URLLC. In order to allow the second PDSCH to be processed with cap#2, a new solution is needed here to address the pipelining issue regardless of whether the HARQ-ACKs are in order or out-of-order.
For case 4, in order to keep the processing cap#2 for the second PDSCH without breaking the pipelining, Rel-15 allows the UE to skip decoding the first PDSCH if its last symbol is within 10 symbols before the start of the second cap#2 PDSCH. This solution provides the UE enough time to finish the processing of the first PDSCH before processing the second one, and hence the OoO HARQ-ACKs could be easily supported. Overall, this scheduling/dropping condition in Rel-15 can be generalized and applied to any pair of consecutive PDSCHs associated with different processing time, including the three cases above. However, with this solution, the second PDSCH must wait 10 symbols to avoid the dropping of the first PDSCH. 
From the discussion above, the following can be noted:
· There is no Rel-15 solution for cases 1&2 to address the possible pipelining issue when HARQ-ACKs are OoO.
· There is no pipelining issue to support OoO HARQ-ACK for case 3 if we follow the corresponding Rel-15 behaviour (fall back to cap#1). However, it would not optimally support URLLC.
· There is no pipelining issue to support OoO HARQ-ACK for case 4 if we follow the corresponding Rel-15 behaviour (10 symbols scheduling gap). However, it could have possible impact on eMBB.
· The Rel-15 solution for case 4 with 10 symbols scheduling condition between the two PDSCHs can be generalized and applied for the four cases.
This leads to the following observation:
Observation 1: There are four cases where non-overlapping PDSCHs are associated with different processing times. The Rel-15 solution with 10 symbols scheduling condition between the two PDSCHs can be generalized to address the pipelining issue of OoO HARQ-ACKs for the four cases, although it may not be ideal to handle both URLLC and eMBB. 
Observation 1 shows that it is possible to address the pipelining issue of OoO HARQ-ACKs when the processing times are different (at least the Rel-15 solution for case 4 can be reused). Therefore, regarding the question whether OoO HARQ-ACKs should be support for two non-overlapping PDSCHs associated with different processing time, we have the following proposal:
Proposal 2: Support out-of-order HARQ-ACKs across two non-overlapping PDSCHs associated with different PDSCH processing times.  
2.3 Possible Rel-16 solutions
As have been discussed in our previous contributions [2, 3], to support OoO HARQ-ACKs, the solution should satisfy two main criteria. Firstly, it is preferable that the UE behaviour is clearly defined so that the gNB scheduler can take advantage (similar to Rel-15 solutions for cases 3 and 4 above). Secondly, the solution not only should provide better priority handling for URLLC traffic but also minimize the impact on eMBB traffic by allowing, as much as possible, the processing of both channels.
· Clearly-defined UE behaviour: Solution 1 has disadvantage in this aspect. Even though Solution 1 guarantees the processing of the second PDSCH, under which conditions the UE can process the first PUSCH is not defined.
· Minimize the impact on eMBB traffic: Solution 4-1 clearly cannot satisfy this criterion as it always drops the first PDSCH. For Solution 1, even if the gNB can use HARQ-ACK to guess the UE behaviour, the gNB does not know whether or under what conditions the UE is able to process both. Therefore, with Solution 1, the gNB cannot adjust the scheduling decision to take advantage of the cases when the UE can process both. 
Considering the above criteria, the possible remaining solutions should be 2, 3 and 4-2. For solution 2, it could be challenging for UEs to process both PDSCHs without any condition in practice as the UE would need to provide sufficient PDSCH processing power for OoO HARQ-ACK on each supported component carrier. In contrast, a UE with CA capability could support OoO HARQ-ACK without condition at a lower number of CCs or bandwidth as is the intention of solution 3. Assuming the UE capability signalling for solution 3 supports the case of indicating also that no restriction is needed (e.g. in terms of maximum number of CCs, same number of OoO HARQ CC and overall supported number of CCs indicated), solution 3 can also be used to indicate the capability of a solution 2 UE to the network. In that respect, solution 2 can be considered as a subset of solution 3.  Therefore, in the following discussion, we focus on solutions 3 and 4-2. 
For solution 3, for illustration purpose, we assume that the OoO HARQ-ACK capability is reported as the number of CCs that a UE can support when OoO HARQ-ACK is enabled. Of course, the UE still reports the Rel-15 UE capability in terms of the number of CCs when OoO HARQ-ACK is not supported. As the intention of solution 3 is for the UE to reuse the CA processing power to handle OoO HARQ-ACK, the natural consequence would be that the number of CCs reported for the case with OoO HARQ-ACK is smaller than or equal to the number of CCs reported for the case without HARQ-ACK. For example, a UE with 4 CCs CA capability (without OoO HARQ-ACK) will report the capability of supporting OoO HARQ-ACK when it is configured with up to 2 CCs. With solution 3 alone, the network can only configure the UE with 2 CCs if it wants to enable OoO HARQ operation. This restriction condition of solution 3 limits the configuration flexibility of the network, because only a smaller number of CCs can be configured if OoO feature is to be used (e.g. the case 4 CCs and one of the CC with OoO cannot be configured/operated) which will dramatically limit the UE peak data rate.  
For solution 4-2, let us take the same example that a UE supports 4 CCs in general. With OoO HARQ-ACK of solution 4-2, the UE would still be able to support 4 CCs, but both PDSCHs can be processed only under certain scheduling conditions (e.g. some constraints on timing/delay of the second PDSCH or ACK/NACK). The gNB would rely on the knowledge of these scheduling conditions to make scheduling decisions (e.g. to avoid the case where the first PDSCH is not processed as much as possible). But the drawback of solution 4-2 clearly is, that the solution 4-2 scheduling conditions still would need to be satisfied when a smaller number of CCs is configured (e.g. 2 CCs) even though the UE would have the related processing power to support on this smaller number of CCs OoO HARQ-Ack without the scheduling condition (as in case of solution 3). For such case, supporting solution 4-2 only would therefore unnecessarily impact URLLC latency and/or eMBB performance.
The discussion above shows solution 3 alone or solution 4-2 alone has its own drawback. However, a hybrid solution combining/supporting both solutions 3 and 4-2 would be able to achieve the benefit of both and avoid their drawbacks. The hybrid solution can work as follows: the UE still reports its OoO capability as in solution 3 (e.g. in terms of supported CCs). If the reported solution 3 capability is fulfilled (e.g. the number of configured CCs is smaller or equal than the number of restricted CCs reported in the solution 3 capability), the UE will process both PDSCHs with OoO HARQ without any further restriction. If the reported solution 3 capability is violated (e.g. more CCs configured), the solution 4-2 will be used and the related scheduling conditions apply when being scheduled with OoO HARQ. This hybrid solution not only provides better configuration flexibility for the network, but also allows to take full advantage of UE processing capability.
Proposal 3: RAN1 should specify a hybrid solution combining solution 3 and solution 4 alternative 2 for the support of out-of-order HARQ-ACK for two non-overlapping PDSCHs. If the restriction condition(s) of the solution 3 capability are fulfilled, the UE will process both PDSCHs without any further conditions. Otherwise, the solution 4-2 scheduling conditions apply. 
Scheduling condition for solution 4-2
Several scheduling conditions have been proposed for solution 4-2 so far. These conditions focus on the timing between the two PDSCHs and the PUCCH carrying ACK/NACK. From the pipelining point of view, these scheduling conditions can be grouped into two categories depending on the resume capability of the UE. In this subsection, we discuss the pros and cons of the proposed scheduling conditions and express our view. 
For UE with resume capability
In [4], it is proposed that the scheduling condition should be the timing X between PDSCH1 and the corresponding PUCCH carrying its ACK/NACK. With this condition, the timing X should be scheduled such that the UE has enough time to cancel the processing of PDSCH1 and resume the processing of PDSCH1 after processing PDSCH2 as shown in Fig. 1. Even if with this solution, the UE may require additional memory/buffer for the cancel and resume process (which can be defined as UE capability), it however allows PDSCH2 to be sent right after PDSCH1 and ACK/NACK of PDSCH2 can be fed back with minimum delay. 
[image: ]
Fig. 1: Scheduling condition is the timing between PDSCH1 and its corresponding ACK/NACK.
The disadvantage of the scheduling condition proposed in [4] is that, when scheduling PDSCH1 and its ACK/NACK, the gNB does not know whether there is URLLC message arriving or not. The gNB then must schedule with a long delay between PDSCH1 and its ACK/NACK if it wants to make sure that eMBB decoding can still be performed if there is a URLLC packet being scheduled soon.
Observation 2: For the UEs with resume capability, defining scheduling condition as timing between PDSCH1 and the corresponding PUCCH carrying its ACK/NACK could unnecessarily impact the eMBB in terms of HARQ-ACK (re)transmission latency when PDSCH2 is not scheduled. 
For UE without resume capability
In [5] it is proposed that the scheduling condition should be the timing Y between the end of PDSCH1 and the beginning of PDSCH2, which can be illustrated in terms of processing blocks as in Fig. 2. This condition aims to align the pipelining for the processing of the two PDSCHs, by processing PDSCH1 followed by PDSCH2. The ACK/NACK can then be sent in order or OoO. This solution is similar to Rel-15 solution for case 4 mentioned earlier and, as already discussed, it is not optimal for URLLC, in which URLLC traffic conveyed by PDSCH2 could arrive right after PDSCH1. However, this is the most straightforward solution for the UE without resume capability. On the other note, it’s worth to mention that the value of Y from Rel-15 could be further reduced. Indeed, Y = 10 for 30 kHz SCS in Rel-15, which is equal to N1_cap1, whereas as illustrated in Fig. 2, Y can be less than N1_cap1.
[image: ]
Fig. 2: Scheduling condition is the timing between two PDSCHs.
In the email discussion during RAN1#97, there was a proposition that the scheduling condition should be the timing Z between PDSCH1 and the PUCCH carrying ACK/NACK of PDSCH2, to ensure enough processing time for PDSCH1 while allowing PDSCH2 to be sent right after PDSCH1 as shown in Fig. 3. This solution however does not prioritize the ACK/NACK of URLLC message conveyed in PDSCH2. Even though, the solution in Fig. 3 could avoid some alignment delay compared to the solution in Fig. 2 (e.g. after Y symbols, the gNB still needs some alignment time to the next PDSCH occasion). In general, there is no big difference between the two solutions since the PDSCH2 can be sent earlier in Fig. 3, but it cannot be processed immediately and its ACK/NACK is fed back almost at the same time compared to the solution in Fig. 2.
[image: ]
Fig. 3: Scheduling condition is the timing between PDSCH1 and the ACK/NACK of PDSCH2.
Observation 3: For the UE without resume capability, there are pros and cons of the proposed solutions, however, the differences in terms of when the PDSCH2 is processed as well as the timing of PDSCH2 ACK/NACK are not significant. 
Proposal 4: On the scheduling condition for solutions 4-2, support scheduling condition as the timing Y between the two PDSCHs as in Rel-15 at least for the UEs without resume capability. 
· FFS the exact value of Y (Y<N1_cap1) and whether Y can be different for different cases.
· FFS whether to support UEs with resume capability and how to minimize the impact on HARQ-ACK timing of PDSCH1 when PDSCH2 is not scheduled.

The main paragraph of the agreement in RAN1#96bis states that out-of-order HARQ-ACK is supported in a given serving cell only. Therefore, any PDSCH dropping because of the out-of-order process should be treated within the same serving cell. Also note that dropping the processing of (a) PDSCH(s) on a different serving cell may not be compatible with the idea of defining scheduling conditions because the scheduling conditions should be defined within a given serving cell.
Proposal 5: On dropping the processing of the first PDSCH in Solution 4, support dropping the processing of the first PDSCH on the same serving cell only.
2.4	Overlapping PDSCHs 
The scenario where the allocated resources for the two PDSCHs are overlapped in time was discussed in RAN1#96bis meeting and the following agreements were achieved:
Agreements:
In case two unicast PDSCHs for a UE are overlapping, the following scenarios are identified:
· Scenario 1-1: Overlapping in the time domain and not in the frequency domain
· Scenario 1-2: Overlapping both in the time and frequency domains

As summarized in [6], one of the identified open issues is how UE will handle the received overlapping PDSCHs, i.e. UE behaviours. The following proposal was noted in the Chairman’s notes (without being agreed) from RAN1#96bis. 
Proposals:
If the two unicast PDSCHs for a UE are overlapping, the UE may drop the processing of the low priority unicast PDSCH under both Scenario 1-1 and 1-2.
•	The UE shall generate a NAK if the processing of the low priority PDSCH is dropped
•	From the starting symbol of the high priority PDSCH, the UE is not expected to receive the low priority PDSCH.
Revisit in RAN1#97
This proposal assumed no introduction of UE capability for simultaneous processing of two PDSCHs.
In RAN1#97 the following conclusion has been achieved:
Study further whether/how to support the following scenarios for the handling of two unicast PDSCHs:
3. The two unicast PDSCHs are overlapping at least in the time domain, regardless of whether the same or different DL processing times is configured on the same serving cell.
a. Note: The solution(s) should address the UE processing pipelining issue in this case.
We see some benefits of introducing the UE capability for simultaneous processing of two PDSCHs which are overlapping in the time domain, rather than leaving it purely to UE implementation. Knowing the UE capability allows the gNB to do more informed scheduling decision to improve the performance. If the gNB knows that a UE is capable of simultaneous processing, it can schedule two PDSCHs on non-overlapping frequency resources so that both can be processed by the UE. If the UE reports that it is not capable of simultaneous processing, the gNB may intentionally schedule two overlapping PDSCHs in overlapping frequency resources to minimize the inefficient resource usage and/or resource fragmentation. As another example, the gNB may also decide whether to schedule overlapping PDSCHs at all based on UE capability, if delaying high priority PDSCH is still possible from latency point of view. 
In addition, in case a UE supports CA operation, a UE can potentially reuse the CA processing capability (when the number of CCs configured is smaller than the overall CC capability) to support simultaneous processing of multiple PDSCHs, without adding too much complexity at the UE. Therefore, we propose:
Proposal 6: Simultaneous processing of two PDSCHs overlapping in time for scenario 1-1 is introduced as a UE capability. 
Note that the capability signalling can potentially be shared with the capability signalling for solution 3 for OoO HARQ-ACK, if solution 3 is agreed.
Assuming the UE capability is introduced, UE behaviours will be different depending on the UE capability and the scenarios.
· For UEs with the capability of handling two PDSCHs, with Scenario 1-1, gNB would naturally transmit both PDSCHs simultaneously during the overlapping time period, and UE will receive and process both PDSCHs.
· For UEs in Scenario 1-2, or for UEs without the capability of handling two PDSCHs in parallel in Scenario 1-1 the UE shall process the high priority PDSCH and may drop processing of the low priority unicast PDSCH. The question is what the UE may assume regarding the transmission of the low priority PDSCH, whether it is stopped, or it is still being transmitted in the non-overlapping resources. The advantage of clearly specifying that the UE assumes the transmission is stopped is that the gNB can freely use those resources for other PDSCH transmissions. Otherwise the gNB would be obliged to transmit the remaining of the low priority PDSCH in the non-overlapping resources if it does not want to mess up the soft buffer in case the UE continues to receive, but without knowing if the UE is actually receiving or not. Therefore, the preferred UE behaviour is that, from the starting symbol of the high priority PDSCH, the UE is not expected to receive the low priority PDSCH. Also, in this case, it is a reasonable implementation that gNB stops transmission of low priority PDSCH and the remaining resource can be scheduled for other purposes.
Proposal 7: RAN1 should specify UE behaviors depending on UE capability and the two overlapping scenarios as follows:
· For a UE with the capability of handling two PDSCHs in parallel in scenario 1-1, the UE receives and processes both PDSCHs.
· For a UE in scenario 1-2, or for a UE without the capability of handling two PDSCHs in parallel in scenarios 1-1, from the starting symbol of the high priority PDSCH, the UE is not expected to receive the low priority PDSCH.
Regarding PDSCH priority, as clearly indicated in the LS [7], RAN2 has already taken the assumption that the later DL assignment has higher priority over the earlier DL assignment. This is a reasonable assumption for gNB implementation, because the gNB would not send the later DL assignment if it does not have a higher priority. In our opinion, explicit L1 priority indication for PDSCH is not necessary for this scenario since the priority information can be derived based on the timeline of the received DCI. Therefore, RAN1 should agree on this assumption and hence we propose:
Proposal 8: The later DL assignment has higher priority than the earlier DL assignment in case a UE receives two DL assignments that indicate PDSCH resource allocations overlapping in time and the UE can only process one of them.
Considering the HARQ feedback of the overlapping PDSCHs, RAN1 has agreed the following:
Working assumption:
· When the two unicast PDSCHs for a UE are overlapping, the UE generates HARQ-ACK for both of the PDSCHs.

In case with dynamic Type-2 HARQ-ACK codebook, there should not be any issue to generate HARQ-ACK codebook for the two overlapping PDSCHs as each PDSCH will have the corresponding bit(s) in the HARQ-ACK codebook based on DAI. However, there is an issue for semi-static Type-1 HARQ-ACK codebook if the HARQ-ACK bits for the two PDSCHs are mapped to the same codebook (e.g. when they are fed back in the same slot with slot-based HARQ-ACK feedback). According to Rel-15, the semi-static Type-1 codebook has a size that is determined based on: (1) PDSCH-to-HARQ_feedback timing values K1; (2) PDSCH time domain resource allocation (TDRA) table after pruning overlapping/non-compatible (i.e. candidate PDSCH reception occasions overlapping with UL) allocations. Following the Rel-15 procedure, considering the pruning of the HARQ-ACK bits based on the overlapping resource allocation in TDRA table, two overlapping PDSCHs may correspond to the same HARQ-ACK bit(s) in the codebook, in which case the UE would not be able to generate HARQ-ACK for both. In case the working assumption is agreed in RAN1, how to enable multiple HARQ-ACK feedback for the overlapping PDSCHs with semi-static Type-1 HARQ-ACK codebook is one issue to be studied further. As a simple option, the working assumption of “generates HARQ-ACK for both the PDSCHs” is only valid for the case with dynamic Type-2 HARQ-ACK codebook and the proposed enhancement does not apply to the case with semi-static Type-1 HARQ-ACK codebook. 
Proposal 9: In case the HARQ-ACK bits for the two overlapping PDSCHs are associated with the same HARQ-ACK codebook, the working assumption of “generates HARQ-ACK for both the PDSCHs” is only applicable to dynamic Type-2 HARQ-ACK codebook, and the UE would only generate HARQ-ACK for the high priority PDSCH in case with semi-static HARQ-ACK codebook. 

3	Uplink out-of-order scheduling/power control and prioritization
[bookmark: _GoBack]3.1 UL out-of-order PUSCH scheduling
In RAN1#96, the following agreements on out-of-order PUSCH scheduling have been made:
Agreements:
For a Rel. 16 UE, on the active BWP of a given serving cell, the UE can be scheduled with a second PUSCH associated with HARQ process x starting earlier than the ending symbol of the first PUSCH associated with HARQ process y (x != y) with a PDCCH that does not end earlier than the ending symbol of first scheduling PDCCH.  Specify based on the following solutions:
· Solution 1: The UE always processes the second scheduled PUSCH. The UE may or may not drop the processing of the first schedeuled PUSCH.
· If the first scheduled and second scheduled PUSCHs are not colliding in the time domain:
· Solution 2: The UE processes both the first scheduled and second scheduled PUSCHs as a UE capability with no condition.
· Solution 3: The UE processes both the first scheduled and second scheduled PUSCHs under some conditions. The conditions are reported as a UE capability.
· FFS: The details of the UE capability.
· Solution 4: 
· A UE drops (terminates) the processing of the first scheduled PUSCH.
· Alt1: The UE always drops the first scheduled PUSCH.
· Alt2: Some scheduling conditions should be defined. If not satisfied, the UE drops the processing of the first scheduled PUSCH.
· FFS how to define the scheduling conditions, e.g., based on the number of RBs, TBS, number of layers, the gap between the first and the second PUSCHs, etc.
· The UE behavior, e.g., decision on dropping the first scheduled PUSCH and timing capability associated with the second scheduled PUSCH, is determined, and is fixed, after decoding the PDCCH associated with first and the second scheduled PUSCHs. 
· When the UE drops the processing of the first scheduled PUSCH, increasing the minimum PUSCH preparation procedure time (N2) of the second PUSCH by d symbols can be  considered.
· FFS the value of d. 
· Dropping the processing of the first scheduled PUSCH can be done in one of the two ways:
· Alt1: dropping the processing of the first scheduled PUSCH on the same serving cell 
· Alt2: dropping the processing of a PUSCH(s) on the same cell or different serving cell.
· The UE only expects a maximum of one OOO PDCCH-to-PUSCH flow on the active BWP of a given serving cell when applicable.
· FFS whether or not out-of-order operation is allowed across PUSCHs with PDCCH-to-PUSCH gap compatible with PUSCH processing time (N2) for capability X.
· [bookmark: _Hlk4659247]If the first scheduled PUSCH and the second scheduled PUSCH are colliding in the time domain, the UE drops the processing and the transmission of the first scheduled PUSCH.
· For dropping, the scheduling limitations do not apply. The UE always drops the first scheduled PUSCH.
· Other details of dropping are as those of the solution 4. 

This section considers the case when the first scheduled PUSCH and the second scheduled PUSCH are not colliding in the time domain. All the analysis and observations for out-of-order HARQ-ACK equally apply to out-of-order PUSCH scheduling, except that the potential pipelining impact may not be the same. In Release 15, there is no condition that requires additional preparation time for the earlier scheduled PUSCH. Hence, there is no fallback to cap#1 for N2 of the first PUSCH. In other words, there is no scenario such that the two PUSCHs need different preparation time N2. However, it is not clear whether there is any pipelining impact. From timeline consideration, even if the preparation of the first PUSCH starts right after the preparation of the second PUSCH (as if the UL grant for the first PUSCH arrived right after the UL grant for the second PUSCH), it would still be possible to process both PUSCHs in time for transmission because it would resemble a Rel-15 in-order scheduling scenario and the processing timeline of the two PUSCHs are not violated. This could potentially mean that certain UE implementation may be able to support solution 2 without any pipelining issue. Therefore, we have the following proposals.
Proposal 10: For the support of out-of-order PUSCH scheduling, consider further solutions 2, 3 and 4-2 taking into account the potential pipelining impact.
Proposal 11: On dropping the processing of the first PUSCH in Solution 4, support dropping the processing of the first PUSCH on the same serving cell only.
 Since we have not identified any scenario such that the two PUSCHs are associated with different preparation times, the following is proposed 
Proposal 12: Support out-of-order scheduling only for the case two PUSCHs are associated with the same PUSCH processing capability. 
3.2 UL out-of-order power control
In Rel-15, for dynamic PUSCH scheduled on a BWP of a serving cell, PUSCH power control adjustment for the PUSCH occasion (PUSCH#) is calculated by 
	,
	


where 
·  is the smallest integer for which the ending symbol of the PDCCH that schedules PUSCH# is earlier than the ending symbols of the PDCCH that schedules PUSCH#, 
·  is a set of the TPC commands  that the UE receives between one symbol after the PDCCH that schedules PUSCH# and the ending of the PDCCH that schedules PUSCH#,  
·  is the cardinality of .
From the formula above, one can deduce that the TPC is accumulated in order of PDCCHs that schedule the PUSCHs but not in order of the PUSHs. Therefore, there should be no impact on the TPC accumulation if the PUSCHs are out of order because PDCCHs are always in order (see example in Appendix A). 
Observation 4: Rel-15 TPC as defined in Sec. 7.1.1 of TS 38.213 can be directly applied also to out-of-order PUSCH scheduling. The out-of-order scheduling does not affect the TPC accumulation of the other scheduled PUSCHs based on Rel-15 TPC definition. 
3.3 UL intra-UE PUSCH prioritization
The case where the first scheduled PUSCH and the second scheduled PUSCH are colliding in the time domain was referred to as Scenario 3 in the intra-UE multiplexing discussions during the IIoT SI phase [8]. For this case, it was agreed in RAN1#96 that: 
· If the first scheduled PUSCH and the second scheduled PUSCH are colliding in the time domain, the UE drops the processing and the transmission of the first scheduled PUSCH.
· For dropping, the scheduling limitations do not apply. The UE always drops the first scheduled PUSCH.
· Other details of dropping are as those of the solution 4. 
Based on the agreement, the second scheduled PUSCH has higher priority than the first scheduled PUSCH and the UE drops the processing and the transmission of the first scheduled PUSCH (even though it is unclear whether this part of the agreement applies to Solution 1 or not). This implies that the first scheduled PUSCH transmission would simply be dropped and would not resume after the second scheduled PUSCH transmission. Regarding at which time instance the UE stopping the first scheduled UL PUSCH transmission, in order to obtain the potential combining gain of the received data with the retransmitted data from the first PUSCH, the UE stops the transmission of the first scheduled PUSCH starting from the first symbol of the high priority PUSCH transmission.
Proposal 13: When the first scheduled PUSCH and the second scheduled PUSCH are colliding in the time domain, the UE stops the transmission of the first scheduled PUSCH starting from the first symbol of the high priority PUSCH transmission.
The gNB has full knowledge about the impacted first PUSCH, for example how much resource is lost due to the second scheduled PUSCH. Hence, the gNB maybe already know at the time when sending the second grant that it will not be able to decode the first scheduled PUSCH correctly and possibly sending the new UL grant for retransmission of the first PUSCH earlier. Therefore, it may be of advantage to support the re-transmission scheduling earlier in a similar way as discussed in inter-UE multiplexing case [9].   

4	Conclusions
In this paper, we have discussed the solutions to support out-of-order HARQ-ACK and PUSCH scheduling. The intra-UE prioritization for DL and UL have also been discussed. 
Based on the discussions on non-overlapping PDSCHs, we proposed/observed the following:
Proposal 1: Support out-of-order HARQ-ACKs between two non-overlapping PDSCHs for the PDSCHs associated with the same processing time. 
Observation 1: There are four cases where non-overlapping PDSCHs are associated with different processing times. The Rel-15 solution with 10 symbols scheduling condition between the two PDSCHs can be generalized to address the pipelining issue of OoO HARQ-ACKs for the four cases, although it may not be ideal to handle both URLLC and eMBB. 
Proposal 2: Support out-of-order HARQ-ACKs across two non-overlapping PDSCHs associated with different PDSCH processing times.  
Proposal 3: RAN1 should specify a hybrid solution combining solution 3 and solution 4 alternative 2 for the support of out-of-order HARQ-ACK for two non-overlapping PDSCHs. If the restriction condition(s) of the solution 3 capability are fulfilled, the UE will process both PDSCHs without any further conditions. Otherwise, the solution 4-2 scheduling conditions apply. 
Observation 2: For the UEs with resume capability, defining scheduling condition as timing between PDSCH1 and the corresponding PUCCH carrying its ACK/NACK could unnecessarily impact the eMBB in terms of HARQ-ACK (re)transmission latency when PDSCH2 is not scheduled. 
Observation 3: For the UE without resume capability, there are pros and cons of the proposed solutions, however, the differences in terms of when the PDSCH2 is processed as well as the timing of PDSCH2 ACK/NACK are not significant. 
Proposal 4: On the scheduling condition for solutions 4-2, support scheduling condition as the timing Y between the two PDSCHs as in Rel-15 at least for the UEs without resume capability. 
· FFS the exact value of Y (Y<N1_cap1) and whether Y can be different for different cases.
· FFS whether to support UEs with resume capability and how to minimize the impact on HARQ-ACK timing of PDSCH1 when PDSCH2 is not scheduled.
Proposal 5: On dropping the processing of the first PDSCH in Solution 4, support dropping the processing of the first PDSCH on the same serving cell only.
The discussions on overlapping PDSCHs can be summarized with the following proposals and observation:
Proposal 6: Simultaneous processing of two PDSCHs overlapping in time for scenario 1-1 is introduced as a UE capability. 
Proposal 7: RAN1 should specify UE behaviors depending on UE capability and the two overlapping scenarios as follows:
· For a UE with the capability of handling two PDSCHs in parallel in scenario 1-1, the UE receives and processes both PDSCHs.
· For a UE in scenario 1-2, or for a UE without the capability of handling two PDSCHs in parallel in scenarios 1-1, from the starting symbol of the high priority PDSCH, the UE is not expected to receive the low priority PDSCH.
Proposal 8: The later DL assignment has higher priority than the earlier DL assignment in case a UE receives two DL assignments that indicate PDSCH resource allocations overlapping in time and the UE can only process one of them.
Proposal 9: In case the HARQ-ACK bits for the two overlapping PDSCHs are associated with the same HARQ-ACK codebook, the working assumption of “generates HARQ-ACK for both the PDSCHs” is only applicable to dynamic Type-2 HARQ-ACK codebook, and the UE would only generate HARQ-ACK for the high priority PDSCH in case with semi-static HARQ-ACK codebook.
Regarding the out-of-order PUSCH scheduling, the following have been proposed:
Proposal 10: For the support of out-of-order PUSCH scheduling, consider further solutions 2, 3 and 4-2 taking into account the potential pipelining impact.
Proposal 11: On dropping the processing of the first PUSCH in Solution 4, support dropping the processing of the first PUSCH on the same serving cell only.
Proposal 12: Support out-of-order scheduling only for the case two PUSCHs are associated with the same PUSCH processing capability. 
From the discussions on power control for OoO PUSCH scheduling, the following can be noted:
Observation 4: Rel-15 TPC as defined in Sec. 7.1.1 of TS 38.213 can be directly applied also to out-of-order PUSCH scheduling. The out-of-order scheduling does not affect the TPC accumulation of the other scheduled PUSCHs based on Rel-15 TPC definition. 
From the discussions on UL intra-UE prioritization, the following has been proposed:
Proposal 13: When the first scheduled PUSCH and the second scheduled PUSCH are colliding in the time domain, the UE stops the transmission of the first scheduled PUSCH starting from the first symbol of the high priority PUSCH transmission.
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Appendix A		TPC Accumulation in Rel-15
From TS 38.213, Section 7.1.1:






“ is the PUSCH power control adjustment state  for active UL BWP  of carrier  of serving cell  and PUSCH transmission occasion  if the UE is not provided tpc-Accumulation, where 

-	The  values are given in Table 7.1.1-1
















-	 is a sum of TPC command values in a set  of TPC command values with cardinality  that the UE receives between  symbols before PUSCH transmission occasion  and  symbols before PUSCH transmission occasion  on active UL BWP  of carrier  of serving cell  for PUSCH power control adjustment state , where  is the smallest integer for which  symbols before PUSCH transmission occasion  is earlier than  symbols before PUSCH transmission occasion 




-	If a PUSCH transmission is scheduled by a DCI format 0_0 or DCI format 0_1,  is a number of symbols for active UL BWP  of carrier  of serving cell  after a last symbol of a corresponding PDCCH reception and before a first symbol of the PUSCH transmission”
Firstly, let us consider an example of TPC accumulation when the PUSCH scheduling is in order as shown in Figure 1. In this case, the accumulated power for each PUSCH transmission occasion can be straightforwardly calculated.
[image: ]
Figure 4: Example of in order TPC commands accumulation.
Secondly, in Figure 2, we consider a similar scenario as in Figure 1 but assume additionally there is an out-of-order scheduling in between. By applying Rel-15 TPC accumulation on Figure 2 (i.e. using Rel-15 TPC definition for out-of-order scheduling), the following can be noted: 
· For PUSCH#2 (), the smallest integer number  such that the PDCCH that schedules PUSCH# is earlier than the PDCCH that schedules PUSCH#2 is . Hence,  is a set of the TPC commands accumulated from the end of PDCCHA to the end of PDCCHD, i.e.  The accumulated power control adjustment for PUSCH#2 is .
· For PUSCH#3 (), the smallest integer number  such that the PDCCH that schedules PUSCH# is earlier than the PDCCH that schedules PUSCH#3 is  (one should note that  does not satisfy the constraint of  selection since PDCCHD scheduling PUSCH#2 is sent later than PDCCHB). Hence,  is a set of the TPC commands accumulated from the end of PDCCHA to the end of PDCCHB, i.e.  The accumulated power control adjustment for PUSCH#3 is .
· For PUSCH#4 (), the smallest integer number  such that the PDCCH that schedules PUSCH# is earlier than the PDCCH that schedules PUSCH#4 is . Hence,  is a set of the TPC commands accumulated from the end of PDCCHB to the end of PDCCHC, i.e.  The accumulated power control adjustment for PUSCH#4 is .

[image: ]
Figure 5: Example of out-of-order TPC commands accumulation.
It is observed that, when adjusting power for the OoO PUSCH, the UE just needs to accumulate all TPC commands sent earlier. In addition, the accumulated powers for PUSCH#3 in Figure 2 and PUSCH#2 in Figure 1 are the same. Similarly, the accumulated powers for PUSCH#4 in Figure 2 and PUSCH#3 in Figure 1 are the same. This shows that the out-of-order scheduling does not affect the TPC accumulation of the other scheduled PUSCHs and the Rel-15 accumulated TPC operation of TS 38.213, Section 7.1.1, can be directly reused.
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