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Introduction
DFT-based compression scheme has been agreed as Type II rank 1~4 codebook in Rel-16, where frequency domain (FD) compression is employed to remove the redundancy among all the subbands. In this contribution, we focus on the unresolved issues of Type II CSI.
FD basis subset selection
In RAN1#97 meeting, the following agreement on parameter setting for SD/FD basis were achieved [1]:

Agreement 
For further details on the agreed UCI parameters in Table 1 of R1-1905629: 
· RI ({1,…, RIMAX}) and KNZ,TOT (the total number of non-zero coefficients summed across all the layers, where KNZ,TOT {1,2,…, 2K0} are reported in UCI part 1 
· FFS: If the total number of non-zero coefficients are jointly encoded with M’ (if supported) or independently encoded
· For RI=3-4, bitmaps, each with size-2LMi (i=0,1,…, RI-1, where i denotes the i-th layer) are reported in UCI part 2
· FFS: If alt 3-4 is supported, size-2LMi-1 (i=0,1,…, RI-1, where  i denotes the i-th layer) are reported in UCI part 2
· The following FD basis subset selection scheme is supported:
· For N3≤19, one-step free selection (cf. Alt5.1 in RAN1#96bis) is used 
· 
For N3>19, IntS is window-based and fully parameterized with Minitial, indicating that the intermediate set consists of FD bases mod(Minitial + n, N3), n=0,1, …,  
· 
The value  where  is higher-layer configured from two possible values 
· FFS (to be finalized in RAN1#98 Prague): the supported parameter combinations for (L, p, β, )
· The 2nd step subset selection is indicated by an X2-bit combinatorial indicator (for each layer) in UCI part 2

From the above agreement, both one-step selection and two-step selection are supported for FD basis subset selection. The two-step selection is used for larger  value to reduce CSI overhead. Two parameters, i.e.  and , are therefore introduced to indicate the length and the initial FD basis of the intermediate set. In this section, details on these two parameters are discussed individually. 

Configuration of 
In RAN1#97 meeting, further agreement on  was achieved [1]:

Agreement
In RAN1#98, finalize the values of  based on the following aspects 
· Candidate values for  to be down selected/evaluated: at least {1.5, 2, 2.5}
· The set of values is to be finalized via offline email discussion prior to RAN1#98
· Configuration of : 
· Whether it is independent of other FD compression parameters, or dependent on at least one of the other FD compression parameters, i.e. p (=y0, and/or v0 for RI=3-4), L, β, and/or R 
· Whether  is rank-specific or rank-common
· Note: This is to be discussed along with the supported parameter combinations for (L, p, β, ) 
Based on the codebook structure, the value of  determines the number of FD basis  used for each layer. With a larger p value, more FD basis could be used for subband compression, which may result in a larger intermediate set. The value of  defines the number of NZ coefficients . If  is larger, more FD basis would be allowed and used for subband compression. Since  indicates the length of the intermediate set, it is possible to be related to . In the following, we evaluate the distribution of the length of intermediate set  with different values of . The  is determined as a union of the FD basis for each layer. And the FD basis for each layer is selected freely without any windowing operation. Thus the optimum  value is obtained. Assume the number of subbands is  and . As given in Table 1, three configurations of  values are considered. The other evaluation assumptions of the simulation are given in Table AI in the Appendix.
Table 1:  Configurations of  for evaluation 
	
	config1
	config2
	config3

	rank=1
	
	
	

	rank=2
	
	
	

	rank=3
	
	
	

	rank=4
	
	
	



Fig.1 shows the distribution of  with different configurations of  values. The other codebook parameters are kept the same where  and . According to Fig.1, the same  value results in the same , which is irrespective to these three codebook configurations. Taking rank=3 for example, with the same , the distributions of  for config1 and config2 almost coincide. On the other hand, we compare the cases with different  values. For rank=3, the resulted  for config1 is 17 (@80% probability) and the value is 11 for config3. This means   increases as  increasing. But is not doubled from  to . Therefore, for optimation, smaller value of  could be configured for larger  value. However, such optimization increases the specification complexity and seems not essential. In our opinion,  should not be related to  values.
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Figure 1:  distribution with different  values

Observation-1: The same  value results in the same , and  increases as  increasing.

Fig.2 shows the distribution of  with different configurations of  values. The other codebook parameters are kept the same where config2 is used for  values and . According to Fig.2, for ,   and , the corresponding distributions of  almost coincide with each other. In this way,  should be independent to  values to maintain the same length of the intermediate FD basis set.
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Figure 2:  distribution with different  values

Observation-2: For ,   and , the corresponding distributions of  almost coincide with each other.

Proposal-1: Configuration of  does NOT depend on p and β.

For  configuration, another issue is whether  is rank-specific or rank-common. Fig.3 shows the  distribution for config2 in Table 1. From Fig.3, we can observe that the  difference is obvious for different rank values. For example, at 50% probability, we have  for rank=1 and  for rank=4. Correspondingly, as ,  should be 2 and 2.5 for rank=1 and rank=4, respectively. Such result is quite reasonable, since the total number of FD basis required becomes linear to the rank values, i.e. . The larger number of FD basis needed would result in a larger intermediate FD basis subset. Further, we compare the system performance for the rank-common and rank-specific cases. For the rank-common case,  is used for rank=1~4. For rank-specific case,  and are adopted for rank=1~2 and rank=3~4, respectively. The performance of free selection of FD basis without window restriction is given as a baseline. From Fig.4, the rank-specific case achieves both cell edge gain and cell average gain against the rank-common case. Therefore,  should be rank-specific to adjust  for different rank values.
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Figure 3:  distribution for different rank values
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Figure 4: Performance comparison for rank-common and rank-specific cases

Proposal-2:  should be rank-specific.

After the email discussion, the following offline agreement has been made for the candidate values.
Offline agreement:
In RAN1#98, finalize the values of  via down selection from {1.5, 2, 2.5}
         FFS: =3 as an additional candidate

In order to decide which  to be chosen, the results of system-level simulation are given. In the simulation, Minitial is chosen by using brute force method, i.e., each FD basis of the intermediate set could be regarded as an initial point. Then, the optimal Minitial is selected. Note that the intermediate set must include the first FD basis corresponding to the strongest linear combination coefficient after cycle shift for FD basis. Let the cell average UPT and cell edge UPT of  be the performance baseline. Fig.5~Fig.6 show the performance comparison for config1 ~ config2 in Table 1 with different , respectively.

Figure 5: Relative performance comparison for config1 with different  


Figure 6: Relative performance comparison for config2 with different  

As shown in Fig.5, the performance of different  values is almost same for config1, while =1.5 requires less feedback overhead compared with the other values. Hence, =1.5 is preferred.  In Fig. 6, the UPT of cell average or cell-edge of =2.5 for config2 achieves the best one.  Compared with =1.5, =2.5 only requires additional 4 bits to choose FD basis for each layer when config2 is adopted.  =2.5 should be another configured value. 
 
Observation-3: From feedback overhead perspective, =1.5 requires least overhead with a little performance loss. From performance perspective, =2.5 achieves the best performance with a little overhead increase.

Proposal-3: {1.5, 2.5} are preferred considering the tradeoff between performance and overhead.

  reporting
In addition to the length of the intermediate FD basis set, the initial value of FD basis, ,was agreed to be reported in UCI part 2 according to the following agreement [1]:
Agreement
On SCI (RI>1) and FD basis subset selection indicator, support Alt B described in the following table.
· FFS: details on bitwidth and possible values for Minitial  reporting in UCI part 2
· FFS: whether the possible value(s) for Minitial  can depend on configured FD compression parameters
· Up to the editor to capture this agreement

	
	Alt B

	SCI for RI>1
	



Alt3.4: Per-layer SCI, where SCIi is a –bit (i=0,1,…(RI - 1)). The location (index) of the strongest LC coefficient for layer i before index remapping is , , and  is not reported

	Index remapping
	










For layer i, the index mi of each nonzero LC coefficient   is remapped with respect to  to  such that . The FD basis index  associated to each nonzero LC coefficient  is remapped with respect to  to  such that . The sets  and  are reported.
Informative note (for the purpose of reference procedure):




The index  of nonzero LC coefficients is remapped as . The codebook index associated with nonzero LC coefficient index  is remapped as . 

	Combinatorial indicator for N3 ≤ 19
	
 bits 

	Combinatorial indicator for N3 > 19
	
 bits 

	Minitial
	Reported in UCI part 2, details on bitwidth and possible values are FFS



Firstly, to verify whether Minitial depends on configured FD compression parameters, such as compression parameter p, the number of beam L and the NZC parameter , the Minitial distributions for different configurations are given. Without loss generality,  is set to 2 for rank=1~4. The number of subbands is still  and . Therefore, there are total 26 candidate initial points due to N3 =  = 26.
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Figure 7: Minitial distributions for rank=1~4 with different configurations of p

Fig. 7 shows the Minitial distributions for rank=1~4 with different configurations of p values. For the Minitial statistics,  L and  are set to 4 and 0.5 respectively. Note that Minitial =27 denotes the first FD basis corresponding to strongest compression coefficients after using cycle shift for FD basis in order to be convenient for statistics. For the same window size, the Minitial distributions are similar as shown in the four subfigures of Fig. 7. This indicates that same rule that selecting Minitial values could be applied to the configurations which have the same window size. 
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Figure 8: Minitial distributions for rank=1~4 with different L for config1 
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Figure 9: Minitial distributions for rank=1~4 with different L for config2
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Figure 10: Minitial distributions for rank=1~4 with different L for config3 
Fig. 8 ~ Fig. 10 show the Minitial distributions for rank=1~4 with different L for config1 ~ config3 respectively.  We could see that the Minitial distributions are almost same when rank=1 with different configurations. It is also be seen that the distribution difference for rank=2~4 with different L for different configurations is only about 10%, which could be neglected. Therefore, Minitial  does not depend on L.
Since the compression coefficients are calculated by using the selected FD basis, the Minitial distribution has been determined before configuring NZC parameter. Therefore,  values should not have impact on Minitial distribution. For simplicity to verify the assumption, Fig. 11 shows the Minitial distributions for rank=1~4 with different  when config2 is adopted, and the number of beam L=4.
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Figure 11: Minitial distributions for rank=1~4 with different  for config2  
[bookmark: _GoBack]As shown in Fig. 11, the Minitial distributions are similar for rank=1~4 with different . Therefore, Minitial does not depend on .

Observation-4: Minitial does not depend on L and . If the length of the intermediate set N3’ remains invariable, the Minitial distributions are similar.  

In subsection 2.1, the Minitial is chosen using a brute force way to obtain the best initial point of window. Although it could achieve optimal performance, the computation complexity is too high to afford for UE. Hence, to reduce computation complexity and feedback overhead, we propose option 2 and option 3 to report Minitial as follows.
· Option 1：Brute force
· Option 2：Five fixed Minitial
· Minitial = N3 - N3’ + 2
· Minitial = N3 – + 1
· Minitial = N3 – + 1
· Minitial = N3 – + 1
· Minitial = 1
· Option 3：One fixed Minitial
· Minitial = N3 –+ 1
Option 2 means that five candidate points are regarded as initial points of the window. In this way, computation complexity of UE could be reduced with less performance loss. But it still needs a bitwidth to report Minitial. To check how much performance is degraded, the option 3 that Minitial is set to a fixed point is proposed. Obviously, option 3 consumes less overhead and has less computation complexity to obtain the initial point of window, compared with the other options. For simplicity, let the first FD basis be almost located in the middle point of the window as calculated in option 3. Config2 is adopted to evaluate the performance of these options. In Fig. 12, performance comparisons with different options to report Minitial are given. In the simulation, the FD compression parameters L and  are set to 4 and 0.5, respectively.

Figure 12:  Performance comparisons for config2 with different options to report Minitial.
As shown in Fig. 12, the cell average UPT and cell edge UPT of option2 and option 3 are similar to that of option 1, and their performance is approach to that of free selection FD basis without window restriction.  Both option 2 and option 3 could be considered as the possible Minitial values in order to reduce computation complexity of UE.

Observation-5:  The performance of the proposed option 2 and option 3 approaches to that of option 1.   

Proposal-4: The possible Minitial value should depend on the window size N3’. Minitial could be chosen from either option 2 or option 3.
· Option 2：Five fixed Minitial
· Minitial = N3 - N3’ + 2
· Minitial = N3 – + 1
· Minitial = N3 – + 1
· Minitial = N3 – + 1
· Minitial = 1
· Option 3：One fixed Minitial
· Minitial = N3 –+ 1

CSI omission
In NR Rel-15, Type II CSI omission is performed in a non-transparent way, where CSI omission is known both to gNB and UE. The non-transparent CSI omission is beneficial for gNB to adjust the resource allocation for the subsequent CSI reporting. For example, if the PUSCH resource is allocated for rank=1 CSI reporting and the real CSI reporting is rank=2, CSI has to be omitted for this instance. In the following, PUSCH resource allocation would refer to the payload of rank=2 CSI to avoid CSI omission. Therefore, non-transparent CSI omission should also be supported for Rel-16 Type II CSI omission.

Proposal-5:Non-transparent CSI omission should be supported for Rel-16 Type II CSI.
Based on the Type II CSI structure, a straightforward way for CSI omission is to discard the NZ coefficients to meet the capacity of PUSCH. In this section, we give an analysis on such omission scheme. Since the PMI payload mainly comes from the bitmap of location indication and NZ coefficients, only these two parts are considered. Assume the number of SD basis , the number of subbands is , , and . In addition, 6 bits quantization is used for each NZ coefficient. CSI omission is discussed for the following three configurations. As illustrated by Table 2~4, if PUSCH is allocated according to rank=1 CSI payload, CSI omission would occur for rank=2~4. There are cases (rank=4 of config-1, rank=2 of config-2 and rank=2/4 of config-3) that only 2 NZ coefficients are possible to be reported. Further, for the cases rank=3/4 of config-2, the CSI payload would never meet the PUSCH capacity even if all the NZ coefficients are omitted. This is due to the bitmap payload increasing for higher rank. In this way, it is not feasible to omit the NZ coefficients only.

Observation-6: Due to the bitmap payload increasing for higher rank, it is not feasible to omit the NZ coefficients only.
Table 2:  CSI omission for configuration-1
	Config-1
	p value
	Bitmap payload
(bits)
	Before omission
	After omission

	
	
	
	#NZC
	NZC payload (bits)
	#NZC
	NZC payload (bits)

	rank=1
	
	56
	14
	84
	14
	84

	rank=2
	
	112
	28
	168
	4
	24

	rank=3
	
	96
	28
	168
	7
	42

	rank=4
	
	128
	28
	168
	2
	12



Table 3:  CSI omission for configuration-2
	Config-2
	p value
	Bitmap payload
(bits)
	Before omission
	After omission

	
	
	
	#NZC
	NZC payload (bits)
	#NZC
	NZC payload (bits)

	rank=1
	
	32
	8
	48
	8
	48

	rank=2
	
	64
	16
	96
	2
	12

	rank=3
	
	96
	16
	96
	-
	-

	rank=4
	
	128
	16
	96
	-
	-



Table 4:  CSI omission for configuration-3
	Config-3
	p value
	Bitmap payload
(bits)
	Before omission
	After omission

	
	
	
	#NZC
	NZC payload (bits)
	#NZC
	NZC payload (bits)

	rank=1
	
	32
	8
	48
	8
	48

	rank=2
	
	64
	16
	96
	2
	12

	rank=3
	
	48
	16
	96
	5
	30

	rank=4
	
	64
	16
	96
	2
	12



From the above analysis, omission should also be applied to the bitmap. This means gNB and UE have a common understanding on the omitted bitmap size and the omitted number of NZ coefficients. In addition, the correspondence between bitmap and the NZ coefficients has to be maintained. We propose the following scheme accordingly. The main principle is to guarantee the correspondence between bitmap and the NZ coefficients, with the adequate CSI payload known to both gNB and UE.
· Step-1: Determine the number of FD basis, , needed to be omitted.  may depend on the predefined omission granularity (i.e. half of  or ) or be decided by UE and reported to gNB.
· Step-2: Determine the number of NZ coefficients, , needed to be omitted.  could be calculated according to the size of the omitted bitmap and the allocated PUSCH capacity, or could depend on the predefined omission granularity (i.e.).
· Step-3: Associate bitmap and the NZ coefficients. Define those NZ coefficients, which correspond to the omitted  FD basis, as candidate omission coefficients. Denote the number of candidate omission coefficients as . 
· If , besides  candidate omission coefficients, additional  NZ coefficients should be omitted. Then the values of the corresponding locations of the bitmap should be revised.
· If , only  coefficients among the candidate omission coefficients are omitted. The other  candidate omission coefficients, called padding coefficients, are reported and finally ignored by gNB. These padding coefficients aims to maintain the CSI payload thus gNB could decode correctly.
For illustration, taking the case rank=4 of config-2 in Table 3 for example. Assume the omission granularity for FD basis is , which means at least one layer is omitted during CSI omission. For FD basis omission, since the PUSCH capacity is allocated for rank=1, three layers have to be omitted (i.e. ). Then, the payload of bitmap becomes 32bits. For NZ coefficients omission, compared with rank=1, the additional 48bits NZ coefficients should be omitted (i.e. ). Fig.13(a) shows the case , where the omitted three bitmaps (layers 2~4) correspond to 11 candidate NZ coefficients (i.e. ). In this way, 3 NZ coefficients among the candidate omission coefficients are remained as padding coefficients. Another case  is depicted in Fig.13 (b), where the omitted three bitmaps (layers 2~4) correspond to 7 candidate omission coefficients (i.e. ). Besides these candidate omission coefficients, 1 more NZ coefficient in layer 1 has to be omitted.
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(b) 
Figure 13: CSI omission

Proposal-6: For CSI omission, support the following scheme:
· Step-1: Determine the number of FD basis, , needed to be omitted.  may depend on the predefined omission granularity (i.e. half of  or ) or be decided by UE and reported to gNB.
· Step-2: Determine the number of NZ coefficients, , needed to be omitted.  could be calculated according to the size of the omitted bitmap and the allocated PUSCH capacity, or could depend on the predefined omission granularity (i.e.).
· Step-3: Associate bitmap and NZ coefficients. Define those NZ coefficients, which correspond to the omitted  FD basis, as candidate omission coefficients. Denote the number of candidate omission coefficients as . 
· If , besides  candidate omission coefficients, additional  NZ coefficients should be omitted. Then the values of the corresponding locations of the bitmap should be revised.
· If , only  coefficients among the candidate omission coefficients are omitted. The other  candidate omission coefficients, called padding coefficients, are reported and finally ignored by gNB. These padding coefficients aims to maintain the CSI payload that gNB could decode correctly.

CBSR
According to the following agreement [2], CBSR is supported for the DFT-based compression Type II codebook. In this section, our views on CBSR design will be provided. 
Agreement
For RAN1 NR-AH 1901:
· Identify the remaining details required to finalize Type II rank 1-2 compression, e.g. range of values and configuration for each DFT-based compression parameter, CBSR utilization, detailed UCI design (such as reporting of coefficients associated with strongest beam/polarization)
· Companies are encouraged to evaluate the options A, B, C, D, and E (“other schemes”) summarized in Table 3 of R1-1813002 for potential support for Type II rank 1-2 overhead reduction 

In NR Rel-15, RI restriction and beam restriction are supported for Type II CSI. The aim of beam restriction is to control the combined beam direction to avoid interference with other cells. For Rel-15 Type II CSI, the beam direction of Type II CSI is determined by the linear combination of multiple DFT beams, which is related to DFT vectors and the corresponding coefficients. The total  DFT beams are divided into  beam groups, where each group comprises  beams. Then through restricting the maximum WB amplitude associated with each DFT beam in the selected beam groups, the beam direction could be controlled.
Following the same principle, both RI restriction and beam restriction should be supported for the DFT-based compression scheme. According to the structure of the codebook, the beam direction is related to the SD basis, the NZ coefficients and the FD basis. However, how the FD basis would influence the beam direction is quite complicated, which makes it difficult to determine the restricted FD basis correctly for gNB implementation.  Since the benefit of CBSR on FD basis is not clear, it should not be supported in Rel-16. On the other hand, the SD basis restriction could reuse the grouping scheme adopted in Rel-15, where several adjacent SD basis comprise one group. The compression amplitude coefficient set restriction could be achieved by restricting the maximum value of the amplitude coefficient within the set. Take the following codebook structure into account, 


where  and  denote the differential amplitude coefficient and the phase coefficient of SD basis  and FD basis . Reference amplitude coefficient is denoted as. For each beam, the weighting factor corresponds to the linear combination FD basis instead of a single combining coefficient as in Rel-15. 
If restriction selects only, the amplitude coefficients set  for one polarization and the amplitude coefficients set  for another polarization would be restricted. Note that, for the second polarization, the overall amplitude is determined by the product of the reference amplitude and the differential amplitude. The beam direction is actually controlled by the overall amplitude, which should be taking into account for CBSR. Assume the CBSR rule is the maximum value of the amplitude coefficients, we’ll have


where represents the maximum allowed value of the amplitude coefficient. 

Proposal-7: CBSR is applied only to the SD basis. The maximum value of the associated overall amplitude (i.e. the product of reference amplitude and differential amplitude) is restricted.

Conclusions
In this contribution we discussed the unresolved issues of Type II CSI including FD basis subset selection, CSI omission and CBSR. Based on the analysis and simulation results, our observations and proposals are summarized below.

Observations:
Observation-1: The same  value results in the same , and  increases as  increasing.
Observation-2: For ,   and , the corresponding distributions of  almost coincide with each other.
Observation-3: From feedback overhead perspective, =1.5 requires least overhead with a little performance loss. From performance perspective, =2.5 achieves the best performance with a little overhead increase.
Observation-4: Minitial does not depend on L and . If the length of the intermediate set N3’ remains invariable, the Minitial distributions are similar.  
Observation-5:  The performance of the proposed option 2 and option 3 approaches to that of option 1.   
Observation-6: Due to the bitmap payload increasing for higher rank, it is not feasible to omit the NZ coefficients only.

Proposals: 
Proposal-1: Configuration of  does NOT depend on p and β.
Proposal-2:  should be rank-specific.
Proposal-3: {1.5, 2.5} are preferred considering the tradeoff between performance and overhead.
Proposal-4: The possible Minitial value should depend on the window size N3’. Minitial could be chosen from either option 2 or option 3.
· Option 2：Five fixed Minitial
· Minitial = N3 - N3’ + 2
· Minitial = N3 – + 1
· Minitial = N3 – + 1
· Minitial = N3 – + 1
· Minitial = 1
· Option 3：One fixed Minitial
· Minitial = N3 –+ 1
Proposal-5:Non-transparent CSI omission should be supported for Rel-16 Type II CSI.
Proposal-6: For CSI omission, support the following scheme:
· Step-1: Determine the number of FD basis, , needed to be omitted.  may depend on the predefined omission granularity (i.e. half of  or ) or be decided by UE and reported to gNB.
· Step-2: Determine the number of NZ coefficients, , needed to be omitted.  could be calculated according to the size of the omitted bitmap and the allocated PUSCH capacity, or could depend on the predefined omission granularity (i.e.).
· Step-3: Associate bitmap and NZ coefficients. Define those NZ coefficients, which correspond to the omitted  FD basis, as candidate omission coefficients. Denote the number of candidate omission coefficients as . 
· If , besides  candidate omission coefficients, additional  NZ coefficients should be omitted. Then the values of the corresponding locations of the bitmap should be revised.
· If , only  coefficients among the candidate omission coefficients are omitted. The other  candidate omission coefficients, called padding coefficients, are reported and finally ignored by gNB. These padding coefficients aims to maintain the CSI payload that gNB could decode correctly.
Proposal-7: CBSR is applied only to the SD basis. The maximum value of the associated overall amplitude (i.e. the product of reference amplitude and differential amplitude) is restricted.
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Appendix
Table AI: Evaluation assumptions
	Parameters
	Values

	Duplex mode 
	FDD

	Scenario
	Dense Urban (Macro)

	Carrier frequency 
	4GHz

	Channel model
	According to the TR 38.901

	BS Tx power 
	41dBm

	BS antenna configuration
	32 ports: (8,8,2,1,1,2,8), (dH, dV) = (0.5, 0.8)λ

	BS antenna height 
	25m

	UE antenna configurations 
	4RX: (1,2,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	UE receiver noise figure
	9 dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bits 

	Number of RBs
	52 RBs for 15 kHz SCS

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	UE distribution
	80% Indoor, 3km/h, 20% Outdoor, 30km/h

	UE receiver type
	MMSE and IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	MIMO mode
	SU-MIMO with rank adaption

	CSI feedback period 
	5ms

	Feedback delay
	4ms




cell average UPT	 α=1.5	 α=2	 α=2.5	1	1.0050267705306752	0.99925524372443764	cell edge UPT	 α=1.5	 α=2	 α=2.5	1	1.0075182583065183	0.99999914941550716	cell average UPT	 α=1.5	 α=2	 α=2.5	1	0.99968991348660075	1.0148866792201019	cell edge UPT	 α=1.5	 α=2	 α=2.5	1	1.022899131116531	1.022899131116531	Relative cell average UPT for config2,RU≈20%
Free selection	Option 1	Option 2	Option 3	1	 α=2	Option 1	Option 2	Option 3	0.99786956828494455	0.99506165450472062	0.99142985187561206	Relative cell edge UPT for config2,RU≈20%
Free selection	Option 1	Option 2	Option 3	1	 α=2	Option 1	Option 2	Option 3	1.0076329025951867	1	1	oleObject1.bin
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