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Introduction
In this contribution, we discuss the issues related to 4 incoming LS that are relevant to eURLLC and IIoT [1]-[4]. Responses to the LS are proposed.
[bookmark: _Ref178064866]Discussion
Propagation delay compensation for reference time information delivery
RAN2 has sent an LS [1] to RAN1 about propagation delay compensation for reference time information delivery. RAN2 posed two questions to RAN1.

Q1. What method did RAN1 assume for propagation delay compensation in their synchronization accuracy analysis in IIoT study (as per results captured in TR 38.825), e.g. was it Timing Advance based or based on another method?

For the IIoT study item, four companies ([5]-[8]) presented results with propagation delay compensation, and Timing Advanced based method was used. These results were summarized into [9]. Thus the answer to Q1 is:
[bookmark: _Hlk16785078]Timing Advance based methods were used to obtain propagation delay compensation for synchronization accuracy analysis in IIoT study (as per results captured in TR 38.825). 
However, the results are not clear due to incoherent analysis with different chosen cell sizes and error sources consideration. A clear bifurcation in terms of cell size - small and large cell size can provide better understanding in utilizing Timing Advance for propagation delay compensation in their synchronization accuracy analysis. 
· Small cell: The propagation delay is small. Utilizing compensation methods like Timing Advance to arrive at a value for the downlink propagation delay may introduce more errors than error due to the UE not providing any compensation for the downlink propagation delay.
· Large cell: The utilization of Timing Advance to compensate for larger delays is needed. Without it the Uu interface synchronization error is likely to exceed the target accuracy, with worse error for larger cells. Even with propagation delay compensation using the existing TA mechanism, analysis [9] showed that the Uu interface error may amount to more than 50 % of E2E synchronization error budget. It should be studied if this is acceptable. If not, then enhancement to the existing TA mechanism is necessary for obtaining the propagation delay.

[bookmark: _Hlk16872318]Q2. Does RAN1 see the need for specifying any propagation delay compensation requirements or enhancements in order to meet the synchronization requirements as studied in NR Industrial IoT SI?

Synchronization requirements as studied in NR Industrial IoT SI is described in TS 22.104 V16.2.0, section 5.6. The requirements table is copied below. 
TS22.104 V16.2.0, Table 5.6.2-1: Clock synchronization service performance requirements
	User-specific clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	Clock synchronicity requirement 
	Service area 
	Scenario

	1
	Up to 300 UEs
	< 1 µs
	≤ 100 m x 100 m
	· Motion control
· Control-to-control communication for industrial controller

	2
	Up to 10 UEs
	< 10 µs
	≤ 2500 m2
	· High data rate video streaming

	3
	Up to 100 UEs
	< 1 µs
	< 20 km2
	· Smart Grid: synchronicity between PMUs



This shows that the most stringent requirement corresponds to the Smart Grid scenario, with synchronicity requirement of <1 µs for service area < 20 km2. This is a type of deployment in larger service areas with more sparse cell deployments. As stated in response LS in R1-1901470 from RAN1:
“The propagation delay compensation needs to be applied by the TSN UEs for larger service areas with more sparse cell deployments (e.g. for inter-site distances >200m the gNB-to-UE timing synchronization accuracy without propagation delay compensation may be worse than 1us).”
The full analysis provided by RAN1 has been captured in TR 38.825, with excerpts copied in the Appendix A. It is clear that for large service area with total E2E synchronicity requirement of <1 µs, accurate propagation delay compensation and enhancements are necessary. It is worth noting that uncompensated propagation delay error for ISD=100m alone corresponds to a third of the total end to end error budget of 1µs and as per below the Uu interface can only be allocated a small fraction of total 1µs budget. 
It is worth keeping in mind that existing TA mechanism targets another use case with different target accuracies. It targets uplink alignment at the BS for the radio access and is designed with an accuracy sufficient to be a fraction of the CP. The CP at SCS=15kHz is ~4.7us. Thus for SCS=15 kHz,  even a fraction of CP would constitute a large part of a Uu budget share of a total end to end budget of 1µs. While the TA accuracy improves at higher SCS (with smaller CP), E2E accuracy of the target use cases is independent of SCS. Another observation is, the largest cells that needs accurate compensation will operate at the lower SCS, hence will have worse propagation delay compensation performance based on existing TA methods.   

Thus the answer to Q2 is:
RAN1 see the need for specifying propagation delay compensation requirements and enhancements in order to meet the most stringent synchronization requirements of <1 µs in a large service area. 

However, before RAN1 can start the investigation, it is necessary to obtain information about the Uu synchronization accuracy target. As stated in TS 22.104 section 5.6.1, “NOTE 4:	The required precision of ≤ 1 µs is between the sync master and any device of the clock domain.” That is, the clock synchronicity requirement in TS22.104 V16.2.0 Table 5.6.2-1 refers to the overall synchronization accuracy, where the Uu interface synchronization accuracy is only one component among many. The other components should be subtracted in order to obtain the design target of Uu interface clock synchronization accuracy. The other components include at least [10]:
(a) Input to UPF: This covers synchronization accuracy error between TSN GM clock and 5GS ingress (UPF), and this part is excluded from 5GS;
(b) UPF to gNB: This is part of 5GS and the network interface has synchronization accuracy error;
(c) UE modem to DS-TT: This is part of 5GS, and can have implementation errors in the timer;
(d)  DS-TT to TSN end station: This is 802.1AS interface, and contributes to synchronization accuracy error;
(e) TSN end station: The TSN end station can have internal errors, but it is not part of 5GS.
The figures depicting E2E system with components (a)-(e) is presented in Appendix B, which are copied from TS 23.501. 
To obtain information about (a)-(e) above, we recommend that an LS is sent to SA1 (copy RAN2 and RAN3).
Furthermore, RAN1 schedule is currently fully occupied due to the heavy work load of Rel-16 eURLLC and IIoT work items. Hence we do not expect RAN1 to be able to conduct synchronization investigation within the time frame of Rel-16. The reasonable approach is, after RAN1 receiving input from other working groups about the Uu interface design target, RAN1 can start the investigation in Rel-17.

Based on the discussion above, we have the following proposals.
[bookmark: _Toc347823621][bookmark: _Toc347824073][bookmark: _Toc347824246][bookmark: _Toc16888252]RAN1 see the need for specifying propagation delay compensation requirements and enhancements in order to meet the synchronization requirements as studied in NR Industrial IoT SI.
[bookmark: _Toc16888253]RAN1 sends an LS to SA1 (copy RAN2 and RAN3) to obtain information about other error components in clock synchronization, so that RAN1 can set the design target for Uu synchronization accuracy. 
[bookmark: _Toc16888254]Propagation delay compensation requirements and other enhancements should be included as part of Rel-17 eURLLC/IIoT work.

Combinations of Uu QoS characteristics values for V2X services
Regarding combinations of Uu QoS characteristics values for V2X services, two LS are sent back to RAN1 [2][3].
SA2 [2] indicated that for both combinations of Uu QoS characteristics values of LS S2-1813386 typical UPF-AN (i.e. Core Network PDB) delays are 1 and 2 ms (see NOTES 4 and 5 of Table 5.7.4-1 in TS 23.501). SA2's understanding is that optimized deployments can support UPF-AN delays (i.e. Core Network PDB) less than 1 ms.
 RAN3 [3] indicated that network latency is:
· For the ideal backhaul, the example of latency between eNB and RRH in TR 36.932 shows that the latency is less than 2.5 us, without considering the propagation delay between the CU and the DU, and between the DU and the remote radio head.
· For the non-ideal backhaul scenarios, the one-way latency 2.5 ms could be achievable in case that UPF is co-located with CU/DU.
· More than 2.5 ms in case that UPF is not co-located and/or CU/DU far from UPF.

Considering input from SA2 and RAN3, the PDB ~1.5 ms of Combination (2) will be consumed by the summation of UPF-AN delay (SA2, [2]) and network delay (RAN3 [3]). Hence Combination (2) of Uu QoS characteristics values are not feasible for V2X services.
Combination 2) PDB ~1.5 ms, PER=10-5 and MDBV ~1300 bytes (e.g., for Emergency Trajectory Alignment and Sensors information Sharing with high LoA).

[bookmark: _Toc16542918][bookmark: _Toc16888255]Combination (2) of Uu QoS characteristics values is not feasible for V2X services.
Maximum value of MDBV
SA2 sent an LS [4] to RAN1 and RAN2 about maximum value of MDBV for delay critical GBR 5QIs in Table 5.7.4-1 of TS 23.501. 
ACTION: SA2 requests RAN1 and RAN2 to provide information on whether increasing the MDBV by the suggested value of 500 times (to 127kbytes and 677 kbytes for “typical” values) will cause any issues in RAN and if it will, to recommend some “typical” and “maximum” values of MDBV that can be acceptable to RAN1 and RAN2.

First, procedure-wise, we note that the MDBV values in the existing table of TS 23.501 cannot be changed after the specification is frozen. These MDBV values are not erroneous. If any new MDBV values are really necessary, they should be added to the table as new 5QI entries, rather than replacing existing values.
[bookmark: _Toc347823812][bookmark: _Toc347823993][bookmark: _Toc347824244][bookmark: _Toc16542910][bookmark: _Toc16888258]Existing MDBV values in Table 5.7.4-1 of TS 23.501 cannot be replaced due to the fact that the specification is frozen. If any new MDBV values are desired, then new 5QI entries need to be added.

Secondly, tracing the existing MDBV values in the standardized 5QI table for delay critical GBR, the MDBV values of 255 bytes and 1354 bytes were first introduced to TS 23.203 QCI table for LTE by S2-179597 and S2-182729. Then the TS 23.203 QCI table was mapped to NR TS 23.501 5QI table by S2-187602. The existing MDBV values of 255 bytes and 1354 bytes are based on size of a single packet:
· Value 255 byte is from “Discrete Automation (TS 22.261 [AA], table 7.2.2-1, row 2, “small packets”)” according to S2-179597. TS 22.261 gives “NOTE 5:             Small: payload typically ≤ 256 bytes”
· Value 1354 byte is derived from one IP packet of max size 1500 byte. S2-187602: “(the value is calculated as in Annex C of TS 23.060 [56] and further reduced by 4 bytes to allow for the usage of a GTP-U extension header)”.

Correspondingly, the PDB is based on the end-to-end latency of one packet (TS 22.261, table 7.2.2-1).  Additionally, when jitter is large, PDB is the summation of end-to-end latency and jitter, see S2-182729, which provides the PDB=30ms = 10ms (latency) + 20ms (jitter) for 5QI=84.  

Thus, the existing MDBV and PDB values were obtained based on transmission of one packet, whose reliability and latency requirements are guaranteed. They were not intended to be used to derive the typical data rate, as done in [4]. It is reasonable how the existing MDBV and PDB values were defined.

Additionally, the MDBV and PDB values in the 5QI table are intended to be default values which can be supported also on cell edge. In many typical deployments, the increase of current default MDBV values by, e.g. 500 times, in 5QI table will lead to a situation that these 5QI entries will not be usable because RAN is not able to guarantee such extreme QoS for (almost) all UEs in the cell. Beyond the standard 5QI values, operators can introduce dedicated deployments that support larger MDBV values. However, such QoS profiles are assumed to be operator specific and thus not captured in 23.501.

In conclusion, we do not see any need to introduce new values for MDBV in the 5QI table of TS 23.501.

[bookmark: _Toc16542919][bookmark: _Toc16888256]No new MDBV values are introduced for delay critical GBR 5QIs in Table 5.7.4-1 of TS 23.501. 

Apart from typical MDBV, SA2 is asking about maximum possible value for MDBV which currently can be signalled as 4095 bytes. According to our understanding the resulting bitrate for delay critical GBR QoS flow depends on PDB and MDBV. In the latest version of TS38.413 they are defined as following:
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Packet Delay Budget
	M
	
	INTEGER (0..1023, …)
	Upper bound value for the delay that a packet may experience expressed in unit of 0.5ms.

	Maximum Data Burst Volume
	M
	
	INTEGER (0..4095, …)
	Unit: byte.



It can be observed that by decreasing PDB the guarantied bitrate in RAN is increasing, thus, the most extreme configuration (0.5ms PDB and 4095B MDBV) gives the maximum bitrate of 65.5Mbps. Considering a capability of NR achieving very high bitrates i.e. more than 1 Gbps, we think that encoding of maximum possible MDBV value in the NGAP can be extended. One reason for extension is to address operator dedicated deployments where non-standardized 5QI characteristics are applied, and the extreme known use case may be supported. In our view, if and how to handle such cases is up to SA2 to decide.
[bookmark: _Toc16888257]The maximum signalled MDBV can extended by most extreme known use case and SA2 can take a decision.


Conclusion
In the previous sections we made the following observations: 
Observation 1	Existing MDBV values in Table 5.7.4-1 of TS 23.501 cannot be replaced due to the fact that the specification is frozen. If any new MDBV values are desired, then new 5QI entries need to be added.


Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN1 see the need for specifying propagation delay compensation requirements and enhancements in order to meet the synchronization requirements as studied in NR Industrial IoT SI.
Proposal 2	RAN1 sends an LS to SA1 (copy RAN2 and RAN3) to obtain information about other error components in clock synchronization, so that RAN1 can set the design target for Uu synchronization accuracy.
Proposal 3	Propagation delay compensation requirements and other enhancements should be included as part of Rel-17 eURLLC/IIoT work.
Proposal 4	Combination (2) of Uu QoS characteristics values is not feasible for V2X services.
Proposal 5	No new MDBV values are introduced for delay critical GBR 5QIs in Table 5.7.4-1 of TS 23.501.
Proposal 6	The maximum signalled MDBV can extended by most extreme known use case and SA2 can take a decision.
 
[bookmark: _In-sequence_SDU_delivery]References
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Appendix 
Appendix A. Synchronization Accuracy Analysis
TR 38.825 Section 6.3.2.4 has captured the following evaluation results of synchronization accuracy as provided by RAN1.

[bookmark: _Toc6177039]6.3.2.4	Synchronization accuracy
…
The evaluation results on maximum timing synchronization error for different inter-site distances without UE propagation delay compensation are summarized in Table 6.3.2.4-1, while the results on maximum timing synchronization error with UE propagation delay compensation are shown in Table 6.3.2.4-2.
Table 6.3.2.4-1: Summary of maximum timing synchronization error results for 
different inter-site distances without UE propagation delay compensation.
	
	15kHz SCS
	30kHz SCS
	60kHz SCS
	120kHz SCS

	Source
R1-1900156 [21]
	[-278ns,376ns]
	[-147ns,245ns]
	
	[-82ns,180ns]

	Source
R1-1900903 [30]
	355ns (114m ISD)
	
	
	

	Source
R1-1900935 [23]
	215ns (20m ISD)
315ns (60m ISD)
	
	
	

	Source (1) 
R1-1901072 [27]
	133ns (10m ISD)
	
	
	

	Source
R1-1901252 [24]
	506ns (20m ISD)
	441ns (20m ISD)
	343ns (20m ISD)
	

	[bookmark: _Hlk2627648]Source
R1-1901353 [31]
	315ns (10m ISD)
350ns (20m ISD)
1080ns (250m ISD)
	
	
	

	Note (1):	Half of the reported values of R1-1901072 [27] are included in this table, to align the results with the other sources and to only account for gNB-to-UE and not UE-to-UE synchronization accuracy.



Table 6.3.2.4-2: Summary of maximum timing synchronization error results 
with UE propagation delay compensation.
	
	15kHz SCS
	30kHz SCS
	60kHz SCS

	Source
R1-1900156 [21]
	488ns
	357.5ns
	276.5ns

	Source
R1-1901334 [22]
	505ns
	371ns
	287.5ns

	Source
R1-1900935 [23]
	472.5ns
	338.5ns
	

	Source
R1-1901252 [24]
	536ns
	438ns
	357ns



Based on the evaluation results, the following has been observed:
-	If a UE were not to apply propagation delay compensation, a gNB-to-UE timing synchronization accuracy of
-	130 to 376ns for an ISD of 10m (3 sources)
-	215 to 506ns for an ISD of 20m (3 sources)
-	315 ns for an ISD of 60m (1 source)
-	355ns for an ISD of 114m (1 source)
-	1080ns for an ISD of 250m (1 source)
Based on the RAN1 agreed evaluation assumptions can be achieved for Rel-15 NR with 15kHz SCS. The achievable accuracy without propagation delay compensation becomes worse as the ISD increases. 2 out of 6 sources note that a better synchronization accuracy can be achieved for higher SCS (i.e. the higher the SCS, the better the accuracy).
-	If a UE was to apply propagation delay compensation, a gNB-to-UE synchronization accuracy of 470ns to 540ns (from a total of 4 sources) for 15kHz SCS can be achieved independently of the ISD. The synchronization accuracy with propagation delay compensation improves for higher SCS (i.e. the higher the SCS, the better the accuracy).
-	For small service areas with dense small cell deployments a propagation delay compensation by the UE is not required. The propagation delay compensation needs to be applied by the TSN UEs for larger service areas with more sparse cell deployments (inter-site distances >200m to achieve a synchronization accuracy better than 1us).
[bookmark: _Toc6177044]6.3.5	Overall synchronization accuracy analysis
[bookmark: _Hlk2200063]The synchronization accuracy analysis is based on the following:
-	Synchronization accuracy achievable over the Uu interface discussed in Section 6.3.2,
-	Synchronization accuracy between TSN GM clock and gNB discussed in Section 6.3.4, and
-	Granularity of signalled reference timing discussed in Section 6.4.2.
[bookmark: _Hlk2175958]Considering the above and assuming 100 ns time error between TSN GM clock and gNB, as well as the sub-carrier spacing (SCS) of 15 kHz, the overall synchronization accuracy error between a clock source and UE clock would be equal to 665 ns (i.e. 540ns (air interface accuracy) + 100ns (network interface accuracy) + 25 ns (granularity/2)).
Some remarks about the above accuracy analysis:
-	Most UEs will achieve smaller errors when the network configures higher SCSs.
-	The above calculation assumes the propagation delay is either negligible (i.e. small service areas) or is compensated for in larger service areas.
[bookmark: _Hlk2202065]-	Without propagation delay compensation, for inter-site distances greater than 200m, the gNB-to-UE timing synchronization accuracy may be worse than 1us.
-	The synchronization accuracy analysis above is a generic analysis and does not assume any particular solution in [5].

Appendix B. TSN Time Synchronization
TS 23.501, clause 4.4.8.2, provides the architecture to support Time Sensitive Communication (TSN). Clause 5.27 provides further information on TSN time synchronization.  Excerpts from TS 23.501 V16.1.0 are copied below for understanding the error components that contribute to the overall E2E synchronization error.

[bookmark: _Toc11136759]4.4.8.2	Architecture to support Time Sensitive Communication
The 5G System is integrated with the external network as a TSN bridge. This "logical" TSN bridge (see Figure 4.4.8.2-1) includes TSN Translator functionality for interoperation between TSN System and 5G System both for user plane and control plane. 5GS TSN translator functionality consists of Device-side TSN translator (DS-TT) and Network-side TSN translator (NW-TT). 5G System specific procedures in 5GC and RAN, wireless communication links, etc. remain hidden from the TSN network. To achieve such transparency to the TSN network and the 5GS to appear as any other TSN Bridge, the 5GS provides TSN ingress and egress ports via DS-TT and NW-TT. 
…


Figure 4.4.8.2-1: System architecture view with 5GS appearing as TSN bridge
[bookmark: _Toc11137128]5.27.1	TSN Time Synchronization
[bookmark: _Toc11137129]5.27.1.1	General
For supporting TSN time synchronization, the 5GS is integrated with the external network as a TSN bridge as described in clauses 4.4.8 and 5.28.1. It shall be modelled as an IEEE 802.1AS [104] compliant entity according to TS 22.104 [105]. For TSN Synchronization, the entire E2E 5G system can be considered as an IEEE 802.1AS [104] "time-aware system". Only the TSN Translators (TTs) at the edges of the 5G system need to support the IEEE 802.1AS [104] operations. UE, gNB, UPF, NW-TT and DS- TTs are synchronized with the 5G GM (i.e. the 5G internal system clock) which shall serve to keep these network elements synchronized. The TTs located at the edge of 5G system fulfil all functions related to IEEE 802.1AS [104], e.g. (g)PTP support, timestamping, Best Master Clock Algorithm (BMCA), rateRatio. Figure 5.27.1-1 illustrates the 5G and TSN clock distribution model via 5GS.




Figure 5.27.1-1: 5G system is modelled as IEEE 802.1AS compliant time aware system for supporting TSN time synchronization
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