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1 [bookmark: _Ref3971582]Introduction
The Rel-16 Work Item (WI) on “Additional MTC enhancements for LTE” [1] has the following as one of its objectives: 

	The objective is to specify the following set of improvements for machine-type communications for BL/CE UEs.
[…]
Improved DL transmission efficiency and/or UE power consumption:
· [bookmark: _Hlk515907705][…]
· Specify MPDCCH performance improvement by using CRS at least for connected mode [RAN1, RAN2, RAN4]
· […]




The topic has been discussed at RAN1#94 to RAN1#97 and the corresponding agreements are listed in [1], a few of the agreements that can be studied and discussed further, are listed below: 

RAN1#96bis:
· Agreement
For precoding cycling for 4Tx antennas, predefine one precoder set which consists of 4 existing precoders.  
· FFS: Which of the four precoder among the existing 4TX precoders are used. 

RAN1#97:
· Agreement
When CSI-based precoding is configured, use predefined precoding cycling as the fallback mechanisms.
· FFS: Details on fallback mechanism

· Agreement
For precoder cycling for distributed MPDCCH, select one options for precoding in RAN1#98
· Option 1: Based on rank-1 precoders
· Option 2: Based on rank-2 precoders
Companies are encouraged to submit simulation results.

· Agreement
For precoder cycling, at least the granularity of 1 PRB in frequency domain is supported. 
· FFS: whether other granularities are supported or not.

In this contribution further discuss this work item objective.
2 [bookmark: _Ref178064866]Discussion
The contributions from different companies in RAN1#94 to RAN1#97, as summarized in [3]-[8], have resulted in the agreements listed in [2]. The basis for these agreements is to establish a relation between the MPDCCH DMRS and the CRS, known to both the network and the UE. Thereby, the reference signals can be combined to improve channel estimation performance and thus the demodulation performance. We have made an assessment of the achievable performance gain by using both DMRS and CRS for channel estimation compared to using only DMRS [9]. Our results confirm that by using CRS in addition to DMRS, at 1% BLER the performance can improve by ~2.5 dB for localized and by ~2 dB for distributed transmission.
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According to the agreements, the CRS can be used for improving channel estimation in both idle and connected modes. All BL/CE UEs in connected mode are individually configured to monitor MPDCCH USS and Type0-MPDCCH CSS in one MPDCCH-PRB-set, where such a set uses either localized or distributed transmission. 
	4/4	

2.1 Precoder selection
For distributed transmission, two DMRS ports are used, and the RE mapping is done such that the MPDCCH resource elements are mapped to the DMRS ports in an alternating fashion. This provides TX diversity and, as a consequence, the actually used precoder is typically less crucial than that of the localized transmission. 
For localized transmission, only one DMRS port is used, but when the eNB has multiple transmit antennas, the transmission can be precoded such that beamforming towards the UE can be achieved. Thus, localized transmission has a possibility to provide better performance if an optimal precoder can be determined, whereas distributed transmission typically is more robust due to the TX diversity. The eNB could, for example, use a precoder based on the PMI given by CSI reports from the UE. This is in line with the agreement made at RAN1#94bis. However, a BL/CE UE can be configured to provide CSI reports only when configured in CE Mode A. Another approach, available for distributed and localized transmission in both CE modes, is to employ some precoder cycling across time and frequency, which would then provide TX diversity. This is in line with the agreements of RAN1 #95. 
2.1.1 CSI-based precoding
As mentioned above, in RAN1 #94bis it was agreed to use closed-loop precoding for the cases in that the CSI report is available. In CSI-based precoding, the network node uses the precoder which is reported by UE. However, if the CSI report is not reliable, decoded wrongly or missed, the eNB may use another precoder which is different from the reported precoder by UE. This can degrade the achievable performance gain which can be obtained by combining channel estimation based on DMRS and CRS. Therefore, in RAN1 #96, it was agreed to consider a fallback mechanism for the CSI-based precoding when the CSI report is missed or not decoded correctly. In RAN1 #97, it was agreed to use precoder cycling as a fallback solution, however the mechanism of triggering the fallback precoding has been left for further study. 
In [10], it is suggested to use both CSI-based and predefined mapping (e.g., cyclic precoding)  simultaneously by making a subset of the ports to follow the CSI-based precoding and others to follow predefined precoding. Considering both CSI-based and cycling precoding simultaneously, makes the precoding more robust.  However, as the number of ports is limited, only a few schemes for partitioning the ports between the two precoding techniques are possible. Furthermore, in the case of MPDCCH repetitions, there are only a few candidates available in the UE specific search space for each combination of aggregation level and repetition number. This can limit the possibility of finding suitable candidates for either of the precoding techniques. In particular, there is a risk that the suitable candidates available for CSI reporting is unnecessarily limited, given that the UL control signaling should normally be adjusted such that the CSI report failure is a rarely occurring exception. It would thus be advantageous if the fallback solution is designed with this low error probability taken into account. Therefore, we propose that the precoder technique (either CSI-based or cyclic precoding) is selected based on other criteria resulting in a more suitable partitioning of the MPDCCH search space or based on e.g. the time/frequency location of the MPDCCH transmission. 

[bookmark: _Toc16870952]As failure of the CSI reporting is a rarely occurring exception, it is advantageous to avoid fallback solutions that unnecessarily limit the suitable MPDCCH candidates available for precoder selection based on CSI reporting.
There are several ways in which the monitored search space(s) can be partitioned between MPDCCH candidates using CSI-based precoding or cycling. One such example could be to use the MPDCCH-Type0 common search space (abbreviated CSS-0 below) as the fallback solution employing precoder cycling, whereas the UE-specific search space (USS) is used for CSI-based precoding. In CSS-0, the only candidate monitored is the one using full aggregation level for the monitored PRB-set, but for up to four repetition levels depending on the configured  value. There is a recent change to 36.213, Section 9.1.5, which limits the use of CSS-0, namely:
A BL/CE UE configured to monitor MPDCCH candidates with CRC scrambled by C-RNTI or SPS C-RNTI with the same payload size and with the same aggregation level in the Type0-MPDCCH common search space and the MPDCCH UE-specific search space shall assume that for the MPDCCH candidates with CRC scrambled by C-RNTI or SPS C-RNTI, only the MPDCCH in the UE specific search space is transmitted.
The reason for introducing this change was to avoid ambiguities that may arise when the UE is configured with the Rel-14 feature of larger maximum UL TBS, in which case the same MPDCCH message might be interpreted differently if transmitted in USS or CSS-0. Thus, before CSS-0 is considered to be used, it is necessary to ensure that such ambiguities are avoided. One can note that it is very likely so that the MPDCCH can be correctly decoded provided a correct assumption of the precoder, be it based on cycling or (constant) CSI-based. It is therefore not considered to be an obstacle in this scenario.
In addition to the above restriction on CSS-0 usage, it is supposed to be used only with Rel-13 features and DCI formats. This as well is no major disadvantage, since the main purpose of the fallback solution is to enable at least some basic communication with the UE, e.g. for triggering a new CSI report. Furthermore, this option should not be considered a UE complexity increase, since the standard does require the UE to monitor CSS-0 in CE Mode A, and the above change introduced from Rel-14 had the intention not reduce complexity but to avoid ambiguities. 
To summarize, we note that:
[bookmark: _Toc16870953]When CSI-based precoding is configured, using MPDCCH-Type0 common search space as a fallback has the advantages that
a) all MPDCCH candidates are still available when CSI-based precoding is used, and
b) the most robust MPDCCH candidate can be used as a fallback with precoder cycling 
We therefore propose the following: 

[bookmark: _Toc16870955]RAN1 to consider using MPDCCH-Type0 common search space for precoder cycling as a fallback when CSI-based precoder has been configured.

In case RAN1 considers it undesired to use CSS-0 as a fallback solution, there are several alternative ways in which parts of the USS can be dedicated to use with precoder cycling. One alternative, resulting in a similar UE complexity as the use of CSS-0 in terms of the number of blind decodes, is to instead require the UE to try demodulating the MPDCCH candidate in USS with the highest aggregation level with precoder cycling, should the CSI-based one fail. 
Other alternatives would be to partition the USS such that some MPDCCH candidates are reserved for precoder cycling, and not used with the reported PMI. This can be done in several ways.
Figure 1 illustrates occasions with different repetition levels which the UE is monitoring, from  up to . Some of these occasions may be for fallback solutions only. Since, typically, CSI-based precoding should be mostly used, and the fallback solution should be an exception, it may be advantageous if only a few of these occasions are reserved for the fallback solution. For example, as a minimum, it may be considered to use only the last occasion for only one of repetition factors, e.g, , with precoder cycling. 

[image: ]
[bookmark: _Ref16088035]Figure 1  Monitoring of MPDCCH candidates with different repetition factors.
Yet another possibility is to consider partitioning the candidates with respect to different aggregation levels. Figure 2 illustrates an example in which a maximum aggregation level of 16 is used, corresponding to the case where MPDDCH is monitored in a PRB set of size 4. The shaded candidates correspond to ECCEs included for different aggregation levels in an example search space.  One solution may then be to reserve one of the aggregation levels, e.g. the second highest, for the fallback solution. 
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[bookmark: _Ref16088819]Figure 2  Monitoring of MPDCCH candidates with different aggregation levels in USS (example).
	
The solutions outlined above have the disadvantage that the candidates with the most robust coding rate (i.e. maximum repetition level and aggregation level) would be possible to use only for CSI-based precoding or cycling. This may hinder either the robustness of the MPDCCH, or the possibility to maximize the coverage using beamforming. One option would then be to reserve occasions to the two modes in an alternating manner. A simpler solution would be to introduce a timer such that the CSI-based precoding is assumed to be used after a CSI report occasion and before the timer has expired, and precoder cycling is used after the timer has expired until the next CSI report occasion. When aperiodic CSI reporting has been configured, the timer value would typically be configured explicitly, whereas for periodic CSI reporting, the timer value could alternatively be related to the reporting periodicity. The timer-based fallback to precoder cycling could, for example be defined to apply only for the maximum repetition and/or aggregation levels, whereas CSI-based precoding would be used for all other MPDCCH candidates. Such a solution would have the following advantages:
· There will always be several MPDCCH candidates with a range of coding rates allocated to CSI-based precoding, which is expected to be more efficient as long as a valid CSI report is available.
· CSI-based precoding with the best coding rate is available during at least some period, which ensures best possible coverage with beamforming.
· Precoder cycling with the best coding rate is available during at least some period, which ensures best possible robustness.
A possible drawback with using a timer-based activation of the fallback solution is that, in some scenarios, there may be a mismatch between the UE and eNB regarding the current value of the timer. This may happen, e.g., when
· The UE sends a CSI report but eNB doesn’t receive any report. 
· eNB sends aperiodic trigger but UE does not detect.
In such error cases, the eNB may, while waiting for its timer to expire, decide to transmit MPDCCH based on e.g. assumptions on the status of the timer in the UE. For example, if no report is received, it may use the previously reported PMI, since in many practical scenarios this is the most likely value also for the next occasion, and it is also what the UE would expect if it has missed an aperiodic trigger and its timer has not yet expired. Regardless of the strategy used, after a certain time both the eNB and the UE may expect to be able to recover the communication using the fallback mechanism. 
To summarize our views on methods for fallback solution, we consider, in order of preference:
1) MPDCCH-Type0 common search space is used for precoder cycling
2) The eNB may use either CSI-based precoder or precoder cycling for the maximum aggregation level in user specific search space, and the UE may be required to evaluate both hypotheses. 
3) A timer-based solution is used for activating a fallback to precoder cycling.

2.1.2 Precoder selection for cyclic precoding
For localized transmission, one antenna port is used, and it is natural to perform the cycling over each of the vectors in the size-four subset, represented as one out of four indices in the LTE Rel-8 codebook. For distributed transmission, two antenna ports are used, and for simplicity we propose that also in this case, a single index is used to identify a precoder, corresponding to two-layer transmission in the LTE Rel-8 codebook by considering the power scaling. This results in cycling over four different precoders also for the distributed transmission. An alternative would be to use any combination where two different single-layer vectors are selected, which would result in cycling over up to 12 different precoders, but some of these combinations show worse orthogonality properties. We therefore propose to use the well-established method in Rel-8 to provide 4x2 precoding matrices. 
For distributed transmission, one case in which the diversity might be limited by considering rank-2 precoders, is where the antennas with 4 CRS ports, aggregation level 8 and no subframe repetition, have been used. For this special case, by using rank-1 precoders, all four precoders can be used for transmitting MPDCCH and  the channel matrix space can be spanned. By using rank-2 precoders, two precoders can be used and there is a possibility of that the channel matrix space cannot be spanned by the selected precoders. We have made an assessment of the BLER performance of using rank-1 and rank-2 precoders for this specific case for fading channel models ETU 1Hz and EPA 1Hz. Our simulation results, presented in Figure 3, show that by using rank-1 precoders, the BLER performance is very close to that of the using rank-2 precoders.

[image: ]
[bookmark: _Ref16606575]Figure 3. Comparing the BLER performance of distributed MPDCCH using rank-1 and rank-2 precoders


[bookmark: _Toc4704891][bookmark: _Toc4704892][bookmark: _Ref3971424][bookmark: _Toc16870956]For both localized and distributed transmission, the precoder is determined using a codebook index in the Rel-8 LTE codebook for one and two layers, respectively.

In RAN1#96bis, it was agreed to use a predefined size-four subset of the codebook as the precoding set for the case of 4 Tx antennas. However, the details on selecting the elements of the precoding set was left for FFS.
Figure 4 to Figure 7 present the BLER performance of localized and distributed MPDCCH by considering precoder cycling over different size-four subsets of the codebook. The precoders of these subsets are represented by the corresponding codebook indices which have been selected such that they span the space of channel matrix. In Figure 4 and Figure 5, we have used fading channel model ETU 1Hz, and in Figure 6 and Figure 7, we have used fading channel model EPA 5Hz. Also, the antennas with 4 CRS ports, aggregation level 16 and 128 subframe repetitions have been used. For these particular simulations, we have also used the ideal channel estimator for the purpose of evaluating the precoder selection rather than the joint channel estimation performance. As can be seen from the figures, by using a subset of the codebook that can span the space of the channel matrix, the performance is approximately the same as when the full codebook is used. However, it may be beneficial to use the precoder subsets whose elements of the precoder matrices are real and antipodal. Such real and antipodal structure is more suitable for implementations and less computationally intensive in comparison to the matrices with imaginary elements. For the case of four transmission antennas with four CRS ports, our simulation results for different channel models suggest that the precoder set defined by codebook indices 12, 13, 14, and 15, besides satisfying the above-mentioned condition, leads to the BLER performance close to that of any other selection. 
[bookmark: _Toc16870957]For the case of transmitting MPDCCH packet with four Tx antenna and four CRS ports, consider the subset of Rel-8 codebook precoders defined by indices 12, 13, 14, and 15.
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[bookmark: _Ref4661660]Figure 4. Tx=4, BLER performance of localized MPDCCH for precoder cycling over different subsets of Rel-8 codebook, channel model ETU-1
[image: ]
[bookmark: _Ref4661698]Figure 5. Tx=4, BLER performance of distributed MPDCCH for precoder cycling over different subsets of Rel-8 codebook, channel model ETU-1
[image: ]
[bookmark: _Ref4661720]Figure 6. Tx=4, BLER performance of localized MPDCCH for precoder cycling over different subsets of Rel-8 codebook, channel model EPA-5
[image: ]
[bookmark: _Ref4661671]Figure 7. Tx=4, BLER performance of distributed MPDCCH for precoder cycling over different subsets of Rel-8 codebook, channel model EPA-5
2.1.3 Further details on cyclic precoding
In this section we discuss details on the precoder cycling. In the frequency domain, a legacy LTE-M UE cannot make any assumption on how often the precoder is changed, which may then be for every single PRB. In order to improve channel estimation performance, some companies proposed to use PRB bundling for MPDCCH already in Rel-13, which could be considered also for Rel-16. However, since the actually used precoder will now be specified for precoder cycling, it will be possible to combine DMRS channel estimation also if the precoder varies between adjacent PRBs. 
Figure 8 to Figure 11 show the BLER performance of distributed and localized MPDCCH considering different PRB bundling sizes. In Figure 8 and Figure 9, we have used fading channel model EPA 1Hz, and in Figure 10 and Figure 11, we have used fading channel model ETU 1Hz. For all the following simulation results, we have considered cyclic precoding over a subset of Rel-8 codebook with precoder indices 12, 13, 14, 15, and, similar to the above simulations, the antennas with 4 CRS ports, aggregation level 16 and 128 subframe repetition, have been used. For fading channel model EPA 1Hz, as it is shown in Figure 8 and Figure 9, considering DMRS-based channel estimation, at 1% BLER, PRB bundling can improve the performance by ~1 dB for distributed transmission. However, considering DMRS-based channel estimation for the localized transmission and the joint channel estimation (both for localized and distributed transmission), at 1% BLER, PRB bundling can even degrade the performance. For the fading channel model ETU 1Hz, as it is shown in Figure 10 and Figure 11, at 1% BLER,  PRB bundling degrades the BLER performance of both distributed and localized MPDCCH even for the case of DMRS-based channel estimation.  
[bookmark: _Ref16586643][bookmark: _Toc16870954]Channel estimation gains due to combination in frequency domain can be achieved also without PRB bundling when precoder is known.
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[bookmark: _Ref16260100][bookmark: _Ref16260091]Figure 8. Tx=4, comparing the BLER performance of distributed MPDCCH for different PRB bundling, channel model EPA-1
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[bookmark: _Ref16261223]Figure 9. Tx=4, comparing the BLER performance of localized MPDCCH for different PRB bundling, channel model EPA-1
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[bookmark: _Ref16261247]Figure 10.Tx=4, comparing the BLER performance of distributed MPDCCH for different PRB bundling, channel model ETU-1
[image: ]
[bookmark: _Ref16260112]Figure 11. Tx=4, comparing the BLER performance of localized MPDCCH for different PRB bundling, channel model ETU-1

Therefore, based on the simulation results and Observation 3, we suggest that the precoder is updated every PRB in frequency domain when precoder cycling is used in order to improve the spatial diversity. This is in line with the RAN1 #97 agreement.  
[bookmark: _Toc1120692][bookmark: _Toc1169974][bookmark: _Ref3971669][bookmark: _Toc16870958]When precoder cycling for MPDCCH is deployed, the precoders are updated in frequency domain every PRB.

To employ the precoder cycling one option is to cycle first in frequency domain and then continue the cycle in time domain. However, it also has some possible limitations. Figure 12 shows an example for the precoder cycling employed in which the number of the PRBs and the length of the precoder cycling set are both equal to four. As it can be seen from the figure, the precoder is changing across the frequency but it is constant across the time domain. This phenomenon that happens in all cases in which the length of the precoder cycling is an integer multiple of number of the PRBs (or vice versa) can limit the achievable TX diversity. Therefore, it is important to update the order in which the precoders are used after a given number of subframes/ PRBs/ repetitions.
[image: ]
[bookmark: _Ref4661986]Figure 12. An example of precoder cycling employed over PRB pairs within a frame
As another example, for the case of missing an MPDCCH packet, by updating the order and pattern of the used precoders for the retransmission, the network can avoid using the same set of precoders which is used for the missed packet. This would be particularly critical if only the MPDCCH is transmitted in a single subframe and in one or a few PRBs. Therefore, it is advantageous to assign the order and pattern of the used precoder such that it is updated for also each MPDCCH packet. 
In [11], a pattern for the precoder cycling has been suggested. The proposed pattern can solve the first above-mentioned limitation but not necessarily the second one for the case of precoder set of size 4. Moreover, it restricts the diversity in some cases such that some precoders are used repetitively before all have been used. One such example is localized MPDCCH transmission with aggregation level 8 and repetition 2.  Therefore, we propose a new precoder cycling pattern shown in Figure 13, where the size of the precoder set and the frequency hopping cycle are assumed to be 4 and 1, respectively. 
· The first precoder  used in the first subframe and PRB in a MPDCCH search space is selected pseudo-randomly. The index  can, e.g., be selected based on the absolute subframe number . This corresponds to index 0 in Figure 1.
· In time domain, the precoders will be updated according to the frequency hopping period, i.e. every th absolute subframe. For 2 CRS ports, this should be done by using indices , and for 4 CRS ports, it should be done by using indices  for the first PRB in frequency domain. 
· When all indices have been used for the first PRB, a new index  is selected pseudo-randomly.
· In frequency domain, the precoders are cycled sequentially every PRB.

The procedure above minimizes the repeated use of the same precoders for adjacent subframes and PRBs. The pseudo-random initialization also improves the probability of using different precoders for a repeated attempt after a failed MPDCCH transmissions, regardless of the periodicity of the attempts. Note that the procedure can be used both for localized and distributed mode, in case rank-2 precoders are being used for the latter one. 
[image: ]
[bookmark: _Ref16778574]Figure 13. Proposed precoder cycling pattern, illustrated for precoder set size 4 and frequency hopping cycle 1. 

[bookmark: _Toc1120693][bookmark: _Toc1169975][bookmark: _Ref3971688][bookmark: _Ref3971693][bookmark: _Toc16870959][bookmark: _Hlk947028]The assigned order and pattern of the used precoder shall be a carefully selected cycling combined with recurring pseudo-random initialization.

Similar to the codebook selection, we propose that the above principle is used for both transmission modes, for all search spaces, and both in idle and connected mode.

3 Conclusion
This contribution has discussed how to improve MPDCCH performance by using CRS. We have made the following observations:
Observation 1	As failure of the CSI reporting is a rarely occurring exception, it is advantageous to avoid fallback solutions that unnecessarily limit the suitable MPDCCH candidates available for precoder selection based on CSI reporting.
Observation 2	When CSI-based precoding is configured, using MPDCCH-Type0 common search space as a fallback has the advantages that a) all MPDCCH candidates are still available when CSI-based precoding is used, and b) the most robust MPDCCH candidate can be used as a fallback with precoder cycling
Observation 3	Channel estimation gains due to combination in frequency domain can be achieved also without PRB bundling when precoder is known.

Based on these observations and the discussion in the previous sections we propose the following:

Proposal 1	RAN1 to consider using MPDCCH-Type0 common search space for precoder cycling as a fallback when CSI-based precoder has been configured.
Proposal 2	For both localized and distributed transmission, the precoder is determined using a codebook index in the Rel-8 LTE codebook for one and two layers, respectively.
Proposal 3	For the case of transmitting MPDCCH packet with four Tx antenna and four CRS ports, consider the subset of Rel-8 codebook precoders defined by indices 12, 13, 14, and 15.
Proposal 4	When precoder cycling for MPDCCH is deployed, the precoders are updated in frequency domain every PRB.
Proposal 5	The assigned order and pattern of the used precoder shall be a carefully selected cycling combined with recurring pseudo-random initialization.
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