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1	 Introduction
The following agreements were made in RAN1#96bis [1].
	Agreement
On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt0. KNZ,i is unrestricted as long as [image: ]
· Alt1. KNZ,i≤K0 as long as [image: ]

Agreement

For RI=1, strongest coefficient indicator (SCI) is a -bit indicator. For RI>1, SCI design will be chosen from the following alternatives in RAN1#97 (Reno):  
· 
Alt3.1 (applicable to Alt1.2): Per-layer SCI, where SCIi is a –bit indicator (i=0, 1, …, (RI-1))
· 
Alt3.2 (applicable to Alt1.1): Per-layer SCI, where SCIi is a –bit indicator
· 

Alt3.3: Per-layer SCI, where SCIi is a –bit or  indicator (i=0, 1, …, (RI-1))
· 
Alt3.4: Per-layer SCI, where SCIi is a –bit (i=0, 1, …, (RI-1))



This contribution provides simulation results and analysis to support proposals we made in the companion contribution [2]. More precisely it provides elements to corroborate our position and claims on Alt3.4.  
2	 Advantages of Alt3.4 over Alt3.3
Alt3.4 offers several advantages over Alt3.3. The most straightforward is the overhead saving which can be achieved in most of the practically relevant use cases and configurations. In [3] a set of results has been proposed to show that indeed some scenarios for which Alt3.3 yields an overhead decrease over Alt3.4 may exist. However, neither further characterization of the conditions for which such scenario may occur nor an analysis of the actual practical relevance, or interest, of such scenarios have not been given. The first objective of this document is to take the analysis in [3] a step forward and provide the aforementioned characterization and analysis.
As a matter of fact, Alt3.4. provides overhead reduction w.r.t. Alt3.3. whenever 

or, alternatively when the maximum number of nonzero coefficients which can be reported per layer by the UE is lower than . It can be argued that the situations for which such condition is satisfied can be labeled as “corner cases” which will rarely occur in practice. Having said this, a stronger statement can be made. In fact, Rel-16 configurations which satisfy  may yield a PMI whose accuracy is lower than Rel-15 PMI, for a larger overhead, in turn yielding UPT losses experienced by Rel-16 w.r.t. Rel-15. A set of simulations of a 32T/4R system have been performed to validate this statement, where all the parameters are set according to Rel-16 EVM but for the subcarrier spacing and CQI subband granularity. In fact, if the subcarrier spacing and CQI subband granularity of the EVM is adopted, it is not possible to observe a situation for which , i.e., Alt3.3 has a lower overhead than Alt3.4. Other configurations must be considered for this to occur. In particular, we simulated a simulation bandwidth of 10 MHz, subcarrier spacing of 30 KHz and CQI subband granularity , corresponding to CQI subband size 8 and 6 PRBs, respectively. The following NR system configurations have then been tested:
1. Rel-15 Type II, 
2. Rel-15 Type II, ,
3. Rel-16, ,
a. , i.e., ;
b. , i.e, ;
4. Rel-16, , , 
a. , i.e., ;
b. , i.e., ;

In practice, configurations 1 and 2 will yield our Rel-15 UPT benchmark, whereas configurations 3 and 4 will yield different scenarios for which different relationships between  and . The results of our tests are illustrated in Fig. 1, where all the UPT values are normalized against the performance of Rel-15 Type II, , for simplicity, and dynamic rank adaptation, RI, is assumed.
[image: ]
Figure 1. Normalized UPT of the considered system configurations
As can be seen from the figure, the configurations for which  yield lower UPT and higher overhead than the the corresponding Rel-15 counterpart, when the latter is configured with . Conversely, the performance of the Rel-16 is larger than its Rel-15 counterpart when , which is the condition for which Alt3.4 offers lower overhead than Alt3.3. Therefore, we argue that:
· there is no relevant case for which Alt3.4 is worse than Alt3.3 in terms of overhead;
· system configurations for which  fail to meet the UPT/overhead requirements of Rel-16 WID.

Observation 1. When   Rel-16 is outperformed by Rel-15. System configurations for which this situation occurs should be considered corner cases which fail to meet the UPT/overhead requirements of Rel-16 WID. 
Observation 2. There is not relevant case for which Alt3.4 is worse than Alt3.3 in terms of overhead. 
Remarkably, Alt3.4 offers further advantages over Alt3.3, possibly less evident at first glance but significant nonetheless:
· The SCI signaled using  bits, i.e., making use of the cyclic-shift property, gives as a deterministic information on the FD component where the strongest coefficient (SC) is located in each layer and a very reliable information on both its associated SD component and polarization. Therefore, an SCI according to Alt3.4 already provides all the necessary information for designing extremely flexible, and yet unambiguous, UCI omission rules for SD components, FD components, polarizations, quantized LCC without any limitations. In other words, Alt3.4 allows to define simple omission rules, like dropping of a fixed portion of FD components or a polarization with much lower performance loss because UE can always that guarantee the strongest coefficient and the stronger polarization are never in the dropped segment, without extra signalling cost. In practice, no additional UCI signalling would be needed (more than an SCI according to Alt3.4) and yet no ambiguity would be present at the gNB or UE for the omissions. Conversely, the SCI signaled as per Alt3.3, i.e., making use of the bitmap as per Alt3.3, would not be as informative as Alt3.4. In fact, such SCI would not be sufficient to identify both the FD and the SD component, or the polarization, where the SC is located without ambiguity or additional signaling. In this sense, UCI omission rules could become more complex to design and limitations may exist unless further UCI signaling is specified (with increasing overhead and unnecessary “patches” to fix a sub-optimal SCI decision). 
· The robustness to decoding errors of the SCI signaled as per Alt3.4, i.e., using  bits, is arguably larger than if the SCI is signaled as per Alt3.3, i.e., approaches which rely on the correct decoding of the bitmaps for the SCI to be correctly decoded as well. Concerning the latter approaches, we should in fact note that an error in the bitmap (a ‘1’ which is decoded as ‘0’, or viceversa) may completely invalidate the SCI and result in significant performance losses. In fact, CRC, albeit a powerful tool, cannot guarantee the correction of any number of decoding errors, hence agreeing on a solution which exposes to such big risk seems very unwise. Conversely, Alt3.4, which removes one degree of freedom from the problem (i.e., the FD component of the SC is fixed) and requires only 2 or 3 bits to be decoded correctly in order to have a valid SCI, seems a more robust and wise choice.
· The complexity of Alt3.4 and Alt3.3 is very similar. In fact, in terms of cost, if we carefully look at the necessary operations to support Alt3.3 and Alt3.4, the cost of “counting the 1s” for Alt3.3 is  (w/ NNZC restriction) or  integer additions, whereas the cost of the modulo operation for the FD components for Alt3.4 is  integer additions, where decreases as RI increases (differently from  which is a constant, and typically larger, value than ). Finally, the mapping of NZC to UCI fields has the same cost for both options, since it is a sequential reading from a table, with the difference that in Alt3.4 the reading starts from column , i.e., the FD component where the SC is located.

Observation 3. Alt3.4 offers advantages over Alt3.3 in terms of possible design of flexible and unambiguous UCI omission rules, with no need for additional signalling.
Observation 4. Alt3.4 offers advantages over Alt3.3 in terms of robustness to decoding errors of the SCI. 
Observation 5. The complexity of Alt3.4 and Alt3.3 is very similar. 
Finally, it is worth mentioning that both Alt3.4 and Alt3.3 require a simple spec description to be supported, hence this aspect should not be considered a crucial factor upon which the decision should be based. We corroborate this statement by providing two text examples, which make use of the notation typically used so far to referred to the mentioned quantities and variables:
· Alt3.3: a UE reports the indices: in the FD basis indicator and the quantized LC coefficients according to a certain order, for example row-wise:  ( and zero coefficients are omitted). The SCI is reported by “counting the 1’s” in the bitmap, which requires  or  bits, in case Alt0 and Alt1, respectively, is chosen for max NNZC parameter setting
· Alt3.4: a UE reports the modulo-shifted indices:  in the FD basis indicator, and reports the quantized LC coefficients in the order:   ( and zero coefficients are omitted). The SCI is , which requires  bits.

It is evident from the text examples above that both alternatives require a UCI mapping rule for the selected and quantized LC coefficients in . In both cases, if such mapping rules were not defined the performance of both solutions would be extremely poor. 

Observation 6. Both Alt3.4 and Alt3.3 require a simple specification of UCI mapping rules. 
4 	Conclusion
In this contribution, simulation results and observations are provided to corroborate the superiority of Alt3.4 over Alt3.3 for signalling the SCI for Rel-16 codebook. A summary of the provided observations follows: 
Observation 1. When   Rel-16 is outperformed by Rel-15. System configurations for which this situation occurs should be considered corner cases which fail to meet the UPT/overhead requirements of Rel-16 WID. 
Observation 2. There is not relevant case for which Alt3.4 is worse than Alt3.3 in terms of overhead. 
Observation 3. Alt3.4 offers advantages over Alt3.3 in terms of possible design of flexible and unambiguous UCI omission rules, with no need for additional signalling.
Observation 4. Alt3.4 offers advantages over Alt3.3 in terms of robustness to decoding errors of the SCI. 
Observation 5. The complexity of Alt3.4 and Alt3.3 is very similar. 
Observation 6. Both Alt3.4 and Alt3.3 require a simple specification of UCI mapping rules. 
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