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Introduction
Based on the agreements made in RAN1#96bis [1] and the offline email discussions after the meeting, the following issues about the DFT-compression based Type II codebook are discussed in this contribution. 
· Extension to rank 3-4
· Parameter p setting 
· NZ coefficient selection
· UCI parameters
· NZ coefficient indicator
· Bitmap for rank 3-4
· SCI for rank > 1
· FD basis subset selection indicator
· Remaining details
·  for 
· Reducing supported combinations of compression parameters
The other remaining issues such as UCI omission and CBSR are discussed in [2, 3]. The relevant simulation results are provided in companion contributions [4 – 6]. 

Extension to rank 3-4
1 
2 
The following agreements were made in RAN1#96bis [1].
	Agreement
 On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: 
· Alt2B, Alt3C, Alt6E (see Table 9 from R1-1905629)
Agreement
On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 



This section discusses (a) parameter p setting and (b) NZ coefficient selection for RI=3-4.
Regarding (a), we need to down-selection from the following three alternatives.
	Alt2B: RI={1,2,3,4} common, layer-group specific
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	Alt3C: RI={3,4} common, layer common
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	Alt6E: RI={3,4} specific, layer specific

	RI
	Layer
	L
	p

	1
	0
	
	

	2
	0
	
	

	
	1
	
	

	3
	0
	
	

	
	1
	
	

	
	2
	
	

	4
	0
	
	

	
	1
	
	

	
	2
	
	

	
	3
	
	



	



The issue with Alt2B is large overhead for layer 0-1 due to the bitmap since the parameter p is the same as that for rank 1-2. The per-layer bitmap is likely to be sparse (comprising large number of zeros) since the total number of NZ coefficients is upper bounded by 2K0. The issue with Alt6E is the number of parameters, as many as seven, which is unnecessary. Note that Alt3C is special case of Alt6E when  for all . 
The simulation results comparing the three alternatives are provided in [5]. Based on the results, we observe the following.
· Alt2B is worse than Alt3C/6E
· Alt3C is slightly better than Alt6E in Rel. 15 Type II overhead regime
· Alt3C with  can achieve good performance-overhead tradeoffs in all overhead regimes (low, medium, high).
Regarding (b), we need to down-selection from (Alt0) unrestricted and (Alt1) per layer restricted NZ coefficient selection, as shown in highlighted text above. There are a few issues with Alt0. Since the UE has to process coefficients for all layers jointly, there is additional UE complexity involved. In addition, the layers cannot be encoded independently, which is undesired for Type II CSI implementation, which can benefit heavily from independent encoding of layers.

Also, there is a well-known fact that channel eigenvectors can be ordered based on their eigenvalues (strongest to weakest), hence it makes sense to follow this ordering and have an upper bound on NZ coefficients for each layer, i.e., to allocate more NZ coefficients to stronger layers. We therefore prefer Alt1. In particular,  is defined as  where  is the number of FD basis vectors for layer , and  is the effective  value that is common for all layers and satisfies .  
The simulation results comparing the two alternatives is provided in [5]. Based on the results, we observe that there is no clear gain with Alt0 (unrestricted), it can be worse than Alt1, and has additional UE complexity.
We therefore propose the following.
Proposal 1: For rank 3-4 extension,
· Support Alt3C, where  is higher-layer configurable from 
· 
Support Alt1, i.e., KNZ,i≤K0 as long as 
· 
 where  is fixed and satisfies .

UCI parameters
The following agreements were made in RAN1#96bis [1].
	Agreement
The scheme for indicating the number of NZ coefficients (NZC) will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt1.1: RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}
· Alt1.3: RI + differential of # NZC summed across layers 
· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)
· Alt1.4: RI + per-layer differential # NZC 
· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)
Agreement
For RI=3-4, the bitmap design will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt2.1: 2LMi bits per layer, i=0, 1, …, (RI-1)
· Alt2.2: One joint bitmap 1 for all layers, where an indicator bit is 1 if at least one of the RI layers has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)   
· Alt2.2B: Bitmaps 1 for each layer, where an indicator bit is 1 if at least one of the RI beams has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)
· Alt2.3: LMi bits for the layer in which the weaker polarization is dropped (else 2LMi bits) + up to 4-bit bitmap to indicate the layer where the weaker polarization is dropped (UCI part 1); i=0, 1, …, (RI-1) 
Agreement

For RI=1, strongest coefficient indicator (SCI) is a -bit indicator. For RI>1, SCI design will be chosen from the following alternatives in RAN1#97 (Reno):  
· 
Alt3.1 (applicable to Alt1.2): Per-layer SCI, where SCIi is a –bit indicator (i=0, 1, …, (RI-1))
· 
Alt3.2 (applicable to Alt1.1): Per-layer SCI, where SCIi is a –bit indicator
· 

Alt3.3: Per-layer SCI, where SCIi is a –bit or  indicator (i=0, 1, …, (RI-1))
· 
Alt3.4: Per-layer SCI, where SCIi is a –bit (i=0, 1, …, (RI-1))
Agreement

SD basis subset selection indicator is a -bit indicator.
Agreement
On FD basis subset selection indicator, the design will be chosen from the following alternatives in RAN1#97 (Reno):
· 

Alt5.1: FD basis subset selection indicator is per layer where it is a -bit indicator or -bit indicator or size-N3 bitmap, (i=0, 1, …, (RI-1))
· Alt5.2: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and N3’ is either reported in UCI part 1 or fixed in specification or higher-layer configured, and the intermediate set in UCI part 2
· 
Minitial indicated by  (or other values) bits indicates starting point of the intermediate FD basis set. The FD basis in this intermediate set is given by mod(Minitial+n,N3), n=0,1,..,N3’-1
· 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer 
· Alt5.3: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) selected from multiple higher-layer configured intermediate sets and the value of N3’ is indicated in UCI part 1 
· 
The 2nd step uses -bit indicator to indicate the FD basis used for each layer 
· Alt5.4: FD basis subset is selected as mod(Mi_initial + n,N3), n=0,1,..,Mi–1
· The subset selection is done per layer
· 

Alt5.5: The intermediate FD basis subset of size is higher layer configured per rank, and  is not reported in UCI part 1.
· 
FFS: FD basis subset of size  per rank
· 


The UE reports -bit bitmap or or  bit indicator to indicate the FD basis used for each layer 
1. Alt5.6: Two-step FD basis subset selection where
5. The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is either fixed or higher-layer configured
0. 
The FD basis in this intermediate set is reported either by N3-bit bitmap or  bit indicator
5. 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer
1. Alt5.7: Two-step FD basis subset selection where
6. The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is indicated in UCI part 1
0. 
The FD basis in this intermediate set is the union of FD basis for all layers, and is reported bybit indicator
6. 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer
1. Alt5.8: 
7. For RI > 2, two-step FD basis subset selection
0. 
The 1st (intermediate) step uses an intermediate set of size-N3’ (N3’=) 
0. Intermediate set is the union of FD basis for all layers, and is reported by size-N3 bitmap
0. The 2nd step uses size-N3’ bitmap to indicate the FD basis used for each layer
7. For RI < 3, FD basis subset selection indicator is per layer where it is a size- N3 bitmap



In this section, we discuss the remaining details about of the agreed UCI parameters. 
The first UCI parameter (reported in UCI part 1) is the number of reported NZ coefficients (), about which there are four alternatives (Alt1.1 through 1.4) to down select from. According to Alt1.1,  is reported jointly as the total (sum) number of NZ coefficients across all layers. It is evident that this joint reporting can save payload bits when compared with other alternatives (Alt1.2 – 1.4). In addition, the purpose of reporting  in UCI part 1 is to determine the payload of UCI part 2, which depends only on the total number NZ coefficients, hence reporting per layer  as in Alt1.2 is not necessary. Regarding Alt1-3 and 1.4, the motivation is to save overhead by restricting the candidate values to a smaller set. This, however, will result in performance loss, which is not desired. We therefore propose Alt1.1 with # NZC = {1, 2, …, 2K0}.
Observation 1: if number of NZ coefficients is reported jointly across layers, then its payload can be reduced. 
Proposal 2: support Alt1.1, i.e., RI + # NZC summed across layers where # NZC = {1, 2, …, 2K0}.    
The second UCI parameter (reported in UCI part 2) is the bitmap design for RI=3-4, about which there are four alternatives (Alt2.1, 2.2, 2.2B, 2.3) to down select from. For RI=1-2, it has been agreed that the bitmap is independent across layers and polarizations, hence a size  bitmap is reported for each layer. For RI=3-4, the bitmap can be simple extension of rank 1-2. In particular, the bitmap is independent across layers and polarizations, and a size  bitmap is reported for layer i where  is the number FD basis vectors for layer i. Regarding Alt2.2/2.2B, we are not sure about any overhead saving. Regarding Alt2.3, there are two issues (1) it in unclear what “weak” means, and (2) assuming “weak” implies coefficient amplitude being close to “zero”, the probability of such occurrence is very small (~1%) as shown in Figure 1 in [7], hence there is no overhead saving on average.

Proposal 3: Support 2.1 for bitmap design for RI=3-4, i.e., bits per layer, . 
The third UCI parameter (reported in UCI part 2) is the strongest coefficient indicator (SCI) for RI>1, about which there are four alternatives (Alt3.1 through 3.4) to down select from. First, since we propose Alt1.1 for number of NZ coefficients reporting, hence Alt3.1, which requires per layer , is not applicable for SCI reporting. Second, Alt3.2 assumes that the NZ coefficients selection is unrestricted. Since our preference is per layer restricted NZ coefficient selection, Alt3.2 will have large SCI overhead than Alt3.3 and 3.4 because . 
Now, in order to compare Alt3.3 and 3.4, we perform the following analysis of the absolute overhead saving (Alt 3.3 – Alt 3.4), and the normalized saving (overhead saving normalized by the total payload) for the following parameters: L=4, , , and . The overhead saving plots are shown in Figure 1. We can observe the following:
· For small number of SBs (e.g. 3, 7), there could be loss with Alt3.4
· For large number of SBs (e.g. 13,19), there is some saving (within 0-2% of the total payload)
· The maximum absolute saving is as follows.
· For , the saving is 4, 6, and 8 bits for rank 2, 3, 4, respectively.
· For , the saving is 6, 9, and 12 bits for rank 2, 3, 4, respectively.
In addition, there is additional spec impact (e.g. in terms of UCI encoding/multiplexing rule) with Alt3.4 due to necessary phase rotation or modulo operation in order to rotate the FD basis vectors and coefficients such that the strongest coefficient lies in the first FD component. We therefore propose Alt3.3 for SCI reporting with a -bit indicator.
Observation 2:
· Alt3.4 can be worse than Alt3.3 if  is small
· The overhead saving with Alt3.4 is small (0-2% of the total payload) only if  is large
· Alt3.4 requires additional spec impact such as UCI encoding/multiplexing rules.
Proposal 4: support Alt3.3, i.e., Per-layer SCI, where  is a -bit indicator, 
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[bookmark: _Ref7706570]Figure 1: overhead analysis (Alt3.3 – Alt3.4)
The fourth UCI parameter (reported in UCI part 2) is the FD basis subset selection indicator, about which there are eight alternatives (Alt5.1 through 5.8) to down select from. Based on the offline email discussion, the following offline agreements were made.
	Offline agreement 1: The two-step FD basis subset selection is described as follows:
· The 1st (intermediate) step uses an intermediate FD basis set of size- (≤ )
· The value of  is RI- and layer-common
· The intermediate FD basis subset is RI- and layer-common
· The 2nd step uses an indicator to indicate the FD basis used for each layer
· FFS (to be resolved in RAN1#97): for the indicator, select between a -bit bitmap and X-bit combinatorial indicator where X is either  or . 
· FFS (to be resolved in RAN1#97): select one of the following alternatives on  setting mechanism:
· 1) reported in UCI part 1
· 2) higher-layer configured
· 3) fixed
· FFS (to be resolved in RAN1#97): select one of the following alternatives on size- intermediate subset (IntS)
· 1) IntS is adjacent and fully parameterized with , indicating that the intermediate set consists of FD bases ,
· FFS (to be resolved in RAN1#97): whether  is reported in UCI part 2, higher-layer configured, or fixed
· 2) IntS is selected freely from  FD bases, a combinatorial indicator is reported in UCI part 2
· FFS (to be resolved in RAN1#97): exact bitwidth, either  or  
Offline agreement 2: In RAN1#97, decide on FD basis subset selection scheme from the following alternatives:
· Free selection (Alt 5.1 in RAN1#96b)
· Fixed selection (Alt 5.4 in RAN1#96b)
· Two-step selection (the final outcome of proposal 1)



First, we discuss the three FD basis selection schemes in offline agreement 2. Out of the three schemes, the fixed selection (Alt5.4) has the least overhead, but is likely to incur large performance loss due to fixed FD basis. The free selection (Al5.1) has the largest overhead, but guarantees good performance. The two-step selection is the middle ground in the sense that the FD basis subsets are selected freely for each layer, but this selection is from an intermediate set (InS) that represents a “common” set of basis vector for all layers. The two-step selection is expected to perform close to the free selection and incur less overhead than free selection. 
We next discuss the five FFS items in the offline agreement 1 on two-step selection. 
· The first FFS item is about the FD basis indicator for each layer. Since combinatorial indexing can be some bits (when compared with a bitmap), we prefer a combinatorial indexing for this indicator. In particular, an X-bit combinatorial indicator can be used where . 
· The next FFS item is  setting mechanism. Regarding  being reported in UCI part 1, we don’t see any need for such reporting since the similar performance can be achieved with a fixed/configured . Regarding the  value, we can choose a value that satisfies . One example is  where , e.g. .
· The third FFS item is the size- intermediate subset selection. The two alternatives are (a) IntS is adjacent and (b) IntS is selected freely from  FD bases. Based on the simulation results in [6], we observe that (a) suffers from up to 1% performance loss for small  values. Hence, our preference is (b). For
· The fourth FFS item is about  (reported in UCI part 2, fixed or higher-layer configured) if InS is adjacent. Since InS FD basis is adjacent, there might be large performance loss if  is fixed or higher-layer configured. Therefore, if adjacent InS is supported,  is reported in UCI part 2.
· The fifth and last FFS item is about the bitwidth of the combinatorial indicator if InS is freely selected. Since we support Alt3.3 for SCI reporting, we propose  as bitwidth of the combinatorial indicator.
The following observation is made in the companion contribution [6].
Observation 3:
· For FD basis subset selection,
· When N3 is small (e.g. R=1), 
· there is no noticeable difference in overhead saving between Alt5.1, 5.2, and 5.6
· Alt5.2 suffers from up to 1% performance loss
· Alt5.6 shows some performance gain over Alt5.1 in Rel.15 Type II overhead regime
· When N3 is large (e.g. R=2), there is ~12-24 bits overhead saving and slight performance gain with Alt5.2
· The FD index distribution is concentrated towards the two ends (the first few and the last few FD components)
· The concentration of FD indices increases as  increases, i.e., the distribution is more concentrated for  than for 
· For window-size , the probability of  FD indices in the middle being selected by the UE is ~10% and ~5% for  and , respectively.
· For window-size , the probability that the  FD components outside of the window has more power than the  FD components inside the window is ~15-20% and ~5-8% for , and , respectively.

Proposal 5: For FD basis subset indicator, support two-step selection with the following
· 2nd step: a -bit combinatorial indicator is used to indicate FD basis for each layer
·  setting mechanism: fixed with  where , e.g. 
· For small  values,
· InS is selected freely from  FD bases
· a -bit combinatorial indicator is used to indicate InS
· For large  values,
· adjacent InS is supported 
·  is reported in UCI part 2.


The fifth UCI parameter (reported in UCI part 2) is the SD basis subset selection indicator, about which an agreement was made [1] that a -bit indicator is used. Since the same indicator is used in Rel. 15 Type II CSI, the rest of the reporting mechanism of the SD basis subset selection indicator can be the same as in Rel. 15. 
Proposal 6: Reuse Rel. 15 mechanism to report SD basis subset selection indicator.
Remaining details
The following agreements were made about Type II overhead reduction in RAN1#96bis [1] and RAN1#95 [8].

	RAN1#96bis
Agreement
On the value of N3 for (N3=NSB×R)>13:
· For Alt1: 
· Identify alternatives for padding schemes in RAN1#97 (Reno)
· Select one from the alternatives for padding scheme by RAN1#98 (Prague)
· For Alt2: 
· Identify alternatives in RAN1#97 (Reno)
· Select one from the alternatives by RAN1#98 (Prague)

	RAN1#95
Agreement
On subset selection for layer 0, agree on the following:
· Unrestricted (polarization-independent) subset selection which requires a size-2LM bitmap in UCI part 2
· 
 
· FFS: Further down selection of supported combinations of FD compression parameters   



The two remaining issues (highlighted above) are discussed in this section. The first issue is the  value for the case when , for which two alternatives, as shown above, were agreed [9] to down-select from in RAN1 AH 1901. There are at least the following issues with these two alternatives.
· Two different solutions for  and  adds to UE implementation complexity. A single solution for both cases should be preferred.  
· The threshold value (13) is arbitrary. The rationale behind this value is unclear. Due to this threshold value, a UE needs two different implementations (one for <= 13 case and another for >13 case) even for R=1. 
· Based on simulation results [4], we observe that both alternatives for  case are much worse than  in terms of performance-overhead trade-off. 
  
The second issue is the FFS “Further down selection of supported combinations of FD compression parameters.” Based on the simulations results [5], we observe that the overhead of  can be very large when  (e.g. 35% more when compared with  for ), and there isn’t any performance gain. We therefore propose remove (not support) this combination  and .
Proposal 7: For DFT-compression based Type II codebook, 
· Support  for  (i.e. Alt0)
· The combination  and  is not supported.
[bookmark: _Ref446598642]
Conclusions
In this contribution, remaining issues about DFT-compression based Type II CSI codebook and its extension to RI=3-4 are discussed. The proposals and observations made are summarized as follows.
Observation 1: if number of NZ coefficients is reported jointly across layers, then its payload can be reduced. 
Observation 2:
· Alt3.4 can be worse than Alt3.3 if  is small
· The overhead saving with Alt3.4 is small (0-2% of the total payload) only if  is large
· Alt3.4 requires additional spec impact such as UCI encoding/multiplexing rules.
Observation 3:
· For FD basis subset selection,
· When N3 is small (e.g. R=1), 
· there is no noticeable difference in overhead saving between Alt5.1, 5.2, and 5.6
· Alt5.2 suffers from up to 1% performance loss
· Alt5.6 shows some performance gain over Alt5.1 in Rel.15 Type II overhead regime
· When N3 is large (e.g. R=2), there is ~12-24 bits overhead saving and slight performance gain with Alt5.2
· The FD index distribution is concentrated towards the two ends (the first few and the last few FD components)
· The concentration of FD indices increases as  increases, i.e., the distribution is more concentrated for  than for 
· For window-size , the probability of  FD indices in the middle being selected by the UE is ~10% and ~5% for  and , respectively.
· For window-size , the probability that the  FD components outside of the window has more power than the  FD components inside the window is ~15-20% and ~5-8% for , and , respectively.
[bookmark: _GoBack]Proposal 1: For rank 3-4 extension,
· Support Alt3C, where  is higher-layer configurable from 
· 
Support Alt1, i.e., KNZ,i≤K0 as long as 
· 
 where  is fixed and satisfies .
Proposal 2: support Alt1.1, i.e., RI + # NZC summed across layers where # NZC = {1, 2, …, 2K0}.    
Proposal 3: Support 2.1 for bitmap design for RI=3-4, i.e., bits per layer, . 
Proposal 4: support Alt3.3, i.e., Per-layer SCI, where  is a -bit indicator, 
Proposal 5: For FD basis subset indicator, support two-step selection with the following
· 2nd step: a -bit combinatorial indicator is used to indicate FD basis for each layer
·  setting mechanism: fixed with  where , e.g. 
· For small  values,
· InS is selected freely from  FD bases
· a -bit combinatorial indicator is used to indicate InS
· For large  values,
· adjacent InS is supported 
·  is reported in UCI part 2.
Proposal 6: Reuse Rel. 15 mechanism to report SD basis subset selection indicator
Proposal 7: For DFT-compression based Type II codebook, 
· Support  for  (i.e. Alt0)
· The combination  and  is not supported.
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