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Introduction
In RAN1#96, high rank codebook for Rel-16 Type II CSI with FD compression and UCI design were discussed. The agreements and observation of offline email discussion were captured in [1-6]. In this contribution, we discuss remaining issues on high rank design alternatives and UCI parameters. We also shed light on the high level concept for CSI omission.
Discussion on RI={3,4} designs
Discussion on settings of p for RI={3,4}
For high rank design aspect, the remaining issue lies in the setting of number of FD bases for each layer of RI={3,4}. After extensive discussion in the last meeting, there are three alternatives left [1-2], i.e., Alt2B, Alt3C and Alt6E.
Table 1. Parameter settings for high-rank design schemes Alt2B, Alt3C and Alt6E.
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From complexity wise, Alt2B is the simplest scheme as it provides a nested structure for the FD bases of a certain layer across all ranks. That is, once a FD bases of layer 0 is determined, there may be no need to update it anymore for any rank hypothesis RI={1,2,3,4}. Alt3C is the second simplest as it ensures a nested structure for layers of RI={3,4}. Alt6E does not provide nested structured and need to update 7 M values given a configuration of M for RI={3,4}. Besides, Alt6E requires more spec effort than Alt2B and Alt3C.
From the aspect of performance-overhead tradeoff, we compare the three alternatives with the following setup: Alt2B and Alt3C with  and  and Alt6E with  and  . Simulation results are shown in Figure 1, where the plots are based on , , , ,  and . We can see that Alt2B and Alt3C with  achieves similar performance-overhead tradeoff to Alt6E, which reveals that the extra effort in Alt6E does not provide substantial benefit. Hence, based on the discussion, we propose

Figure 1. Comparison between Alt2B, Alt3C and Alt6E for setting of M
Observation 1: Alt2B and Alt3C with  achieves similar performance with Alt6E.
Proposal 1: For the setting of number of FD basis selection, support Alt2B (first preference) or 3C (second preference), and FFS the value of .
Discussion on max number of coefficients per layer
Another remaining issue of high rank codebook lies in whether there is constraint on max number of coefficients per layer. With Alt0, UE may freely assign the total max  across layers; with Alt1, the max number of coefficients per layer is . 
In our view, with Alt0, UE may perform the coefficient assignment by ordering the coefficients across all layers, while Alt1 introduce an unnecessary constraint, which adds on UE implementation complexity and degrade the performance (1~2% at small value of  shown by Figure 2). 

Figure 2. Comparison between no max NNZC per layer vs. max NNZC per layer
Besides, the motivation of Alt1 strives to save overhead, especially for per-layer NNZC indicator and SCI. For payer-layer NNZC indicator, we have shown a more effective way in section 3.3 which yields a lower overhead and does not reply on the max number of coefficients per layer. For SCI, if per-layer NNZC is adopted, then Alt1 is useless in saving overhead; if total NNZC is adopted, SCI Alt 3.2 with  at most requires 1 bit more than SCI Alt 3.3 with  because . This 1-bit difference is negligible. Hence, based on the discussion, we propose
Observation 2: Alt1 with  max NNZC per layer achieves 1~2% loss compared to Alt0 with no constraint on max NNZC per layer. 
Proposal 2: In Rel-16 Type II codebook, support Alt0 where UE freely assign  coefficients across all layers with no restriction on per-layer NNZC. 
Exploiting orthogonality among layers
As it has been agreed that the payload for rank-4 should be comparable to the payload for rank-2, the compression ratio for rank-4 is half of the compression ratio of rank-1. For instance, for rank-2, UE reports  coefficients from totally  coefficients; however for rank-4, UE reports  coefficients from totally  coefficients. Schemes exploiting orthogonality among layers help enhance the compression ratio while not incurring more overhead. 
In principle, for two orthogonal layers each with  coefficients, i.e.,  where  and , satisfying , UE only needs to report  coefficients, e.g., not reporting , because the unreported coefficient, e.g., , can be derived as  and the solution is unique. Similarly, if there is a third and a fourth layer, UE only needs to report  and  coefficients for the third layer and fourth layer, respectively. Applying this logic to Rel-16 type II codebook,
· For the first layer, UE needs to perform compression for coefficients associated with  beams, and the NZ coefficients are selected/quantized from  coefficients; 
· For the second layer, UE performs compression for coefficients associated with   beams, and the NZ coefficients are selected/quantized from  coefficients;
· For the third layer, UE performs compression for coefficients associated with   beams, and the NZ coefficients are selected/quantized from  coefficients;
· For the fourth layer, UE performs compression for coefficients associated with   beams, and the NZ coefficients are selected/quantized from  coefficients;
Consequently, for rank-4, UE reports  coefficients from totally  coefficients. Moreover, if the coefficients of each layer is normalized to the first beam, all coefficients associated with this beam are not needed to be reported. Hence, for rank-4, UE reports  coefficients from totally  coefficients. As the compression ratio is increased without increasing more overhead, the performance can be improved. Based on the discussion, we propose.
Proposal 3: For RI={3,4} design of Rel-16 type II codebook with FD compression, further study schemes that exploit orthogonality among layers and unit norm of each layer.
UCI design
FD basis report
For FD basis report, the first open issue lies in whether adopting a single-stage FD basis report or a two-stage report. Since-stage scheme via a -bit bitmap for each layer or -bit combinatorial indicator is the most straightforward and flexible way. However, due to layer-independent basis selection, the payload would be large. Evidently, since  may be as large as 38 (when ), this method will provide too much overhead for high rank, e.g., 76 more bits for rank-4 compared to rank-2 via bitmap. 
In theory, the selected bases may be located relatively close, and the span of the M bases (e.g., from the first selected basis to the last selected basis) may occupy only a small portion of the entire  candidate basis. Moreover, the span of the M basis selected for different layers may partially overlapped. Hence, a two-step report of the FD basis is useful. In the two-stage FD basis report, a first stage uses an intermediate set to capture the commonality among the FD basis selection across layers, then the bitwidth in layer-specific FD bases report in the second stage can be reduced. Based on the discussion, we propose
Proposal 4: Support two-stage FD basis report for Rel-16 Type II codebook with FD compression, wherein
· The size of the intermediate set is RI-common and layer-common
· The intermediate set is RI-common and layer-common
Discussion on the size of the intermediate set
Regarding the size of the intermediate set, i.e., , there are three options: 1) reported by UE, 2) configured by the NW, and 3) fixed in the spec. Our view is as follows.
From implementation wise, if  is reported by UE, the UE may first freely select the FD bases for each layer, and secondly determine the intermediate set and its size considering the union of the FD bases across layers. If  is configured by the NW or fixed in the spec, the UE needs to first perform a pruning for a best intermediate set for all layers of a certain rank, and the pruning has to be rank-specific. After that, the UE performs layer-specific FD bases reporting within the intermediate set. Hence, having  being configured by NW or fixed in the spec adds on implementation complexity.
From performance wise, as shown by Figure 3, UE reporting  leads to a better performance as the FD bases selection is from the entire  bases, while network configured or fixed  put on a restriction for FD bases selection across layers. 
Moreover, from the simulation results, we also do see the performance loss is controllable by choosing a proper value of  based on the value of , i.e., number of FD bases per layer. Since the max number of FD bases across all layers is around , setting  may achieve similar performance to UE reporting . More generally, the proper  should be set by scaling the max number of FD bases across all layers and all ranks (i.e., ) by a ratio .
Hence, based on the discussion, we propose
Proposal 5: For the size of the intermediate set used in the 1st stage of two-stage FD bases report, support 
· UE reporting intermediate set  (1st preference); or 
· The intermediate set size  being derived from the max number of FD bases across all layers of all ranks, e.g.,  (2nd preference).
Choice of intermediate set for the first stage 
For the two-stage based FD bases selection, there are two candidates for the intermediate set: window-based or combinatorial based via -bit. 
For window-based approach, the FD basis in the intermediate set is given by , where . In our view, the starting index  should be fixed in the spec. The reason is as follows. Recall that in the discussion of , we explain that only a fixed rotation factor (i.e., oversampling  and rotation factor ) is needed to be defined in the spec. This is because a cyclic-shift to the  of a certain layer (e.g., shifting from rotation factor  to ) corresponds to a linear phase rotation to  due to the property of DFT bases and a phase rotation does not bring any performance difference. This theory can be applied to the FD bases selection for across layers. In general, assuming  bases, denoted by , are selected are selected from the window-based intermediate set for layer-, then it is equivalent to report FD basis . Mathematically, it can be written as

In other words, UE may employ any starting index in calculating the  matrix and the window-based intermediate set for each layer, but always report FD basis comprised in the window starting from FD index 0 with size .
Based on the above analysis, the comparison between window-based approach and combinatorial based approach is as follows.
· From throughout perspective, an argument against window-based approach is performance loss due to the fact that the window consists of consecutive FD bases while combinatorial approach has more flexibility. To justify how performance difference between the two approach, a comparison is illustrated in Figure 3. As shown, window-based approach and combinatorial based approach achieve similar performance.
· From overhead perspective, the window-based approach is only characterized by the window size , while combinatorial approach requires the intermediate set   and the selection of  bases from total  FD bases. At worst case, combinatorial approach requires  bits more than window-based approach, considering  and . We also observe from Figure 2 that at some point the combinatorial-based approach may need more bits than the one stage approach due the large overhead resulted by . An evident example is ,  and  for each layer of rank-4. Combinatorial approach needs 1 bit more than one-stage approach.
· From implementation perspective, the encoding and decoding of  requires much more complexity than window-based approach. Moreover, if the intermediate set size is configured/fixed, window-based approach enables per-layer searching for the window. That is, UE may perform searching for window layer-by-layer independently, although the resultant window may be layer-specific, UE may perform a cyclic-shift to the  matrix to align the window across layers. However, combinatorial approach cannot perform a per-layer search. This is because the best  FD bases for layer 0 may be different from the best  bases for layer 1. The difference between the best  FD bases for layer 0 and the best  FD bases for layer 1 is more than a cyclic-shift. Hence, a joint-layer searching for the intermediate set is needed, which adds on the implementation complexity.

Figure 3. Comparison between window-based intermediate set and combinatorial-based intermediate set
Observation 3: UE may employ a layer-specific starting point in calculating the  matrix and the window-based intermediate set, but always report the intermediate set and FD basis associated with a window with FD basis .
Observation 4: Window-based approach achieves similar performance as the combinatorial-based approach.
Observation 5: Combinatorial-based intermediate set may need more overhead than one-stage FD basis report.
Proposal 6: Support window-based intermediate set for the two-stage basis report, wherein the starting index of the window is fixed.
Discussion on the layer-specific FD basis report in the second stage
The second stage comprises reporting FD bases for each layer based on the intermediate set in the first stage. There are two open issues: 1) bitmap or combinatorial indicator, and 2) selecting  basis from the  basis or selecting  basis from the  basis with one additional fixed FD basis. 
Regarding the first issue, 
· from complexity wise, bitmap is easier while combinatorial indicator requires a mapping of  FD bases to a codepoint of the combination indicator. As  can be as large as 10, and  can be as large as  and equal to 38. Then, the mapping relies on large table in the spec and the gNB may need 10 rounds of iteration to recover the 10 FD bases indices. 
· From overhead wise, combinatorial indicator yields less overhead than bitmap. The overhead difference is large if there is huge or very small gap between the value of  and . However, based on the discussion in the previous section, a proper value of  would be 1.5x or 2x of  (the # of FD bases for rank-1 and 2) so as to cover the union of the FD bases across layers. With this setup, combinatorial indicator only saves 2~3 bits compared to bitmap.
Regarding the second issue, selecting  basis from the  basis specified by the intermediate set without any restriction is the easiest approach to implement, while the second option assumes there is one basis that must be selected by all layers, and that common basis is fixed and there is no need to report so that UE only needs to report  bases from the  bases. 
The second option tries to adopt the theory of fixing the starting index of the window. However, in our view, the theory cannot be applied in the second stage. The reason is as follows. When the intermediate set size is configured or fixed, the window selection in the first stage is from the entire  DFT bases, where the cyclic-shift property holds. However, in the second stage, the FD bases report is within the intermediate set, which is a truncation of the whole DFT matrix. If there exists one layer does not select the reference FD basis (which is fixed), the UE cannot perform a cyclic shift within the window to shift some strong coefficients to the reference FD basis.
To address the aforementioned problem, one way is to align the strongest FD basis across different layers before the selecting the intermediate set, so that the strongest FD basis on each layer appear on the same position within the intermediate set. For instance, if the window-based intermediate set is adopted and the starting index is fixed to FD basis 0, then the UE needs to align the strongest FD bases across all layers on FD basis  to ensure a good intermediate selection by including some strong side lobes. Hence, the second option implies a restriction on intermediate set selection and would add on UE implementation complexity. 
Proposal 7: For the layer-specific FD basis report in the second stage, the downselection between bitmap and combinatorial indicator should consider the value of . 
Proposal 8: For the layer-specific FD basis report in the second stage,
· Prefer bitmap over combinatorial indicator
· Support the indicator selecting  basis from the  basis specified by the intermediate set, e.g., -bit bitmap or -bit combinatorial indicator.
Basis sufficiency indicator
In current R16 Type II codebook with FD compression, the total feedback overhead is controlled by the number of basis (i.e.,  or ) and the total number of non-zero coefficients (i.e., ,  or ). The configured value of M and K0 are based on a relatively long-term observation/measurement (e.g., based on SRS) by the network. However, when UE suffers from narrow-band interference (measured from CSI-IM or NZP IMR), the resultant channel after whitening the interference would become less correlated across different subbands. In this case, the configured values of  and/or  may be insufficient to capture the enhanced frequency selectivity, because the narrow band interference is relatively a short-term statistic and the network is not be able to track the interference observed by the UE. If the UE employs the configured value of  and  to calculate PMI, the reported CQI and the resulted throughout may be worse than R15 Type II or R15 Type I codebook. 
To solve this issue, a basis sufficiency indication can be reported in UCI part 1 for the network to identify that the value of  and/or  are insufficient to provide a solid PMI. Then, based on this indication, the network may decide to trigger another CSI reporting configuration with larger values of  and/or , or decide to fallback to R15 Type II or Type I codebook. 
The basis sufficiency indication can be reported in different ways
· Implicit indication via reporting NNZC=0 or  in UCI part 1. In this case, UE may only report  matrix in UCI part 1 or drop UCI part 2.
· Explicit indication via a dedicated 1-bit field in UCI part 1. In this case, UE may only report  matrix in UCI part 1, or drop UCI part 2, or report a full CSI with UCI part 1 and part 2 following the configured values of  and  (or ).
Hence, based on the discussion, we propose
Proposal 9: For R16 Type II codebook with FD compression, support a basis sufficiency indication in UCI part 1 with one of the following alternatives:
· Implicit indication via reporting NNZC=0 or  in UCI part 1. In this case, UE may only report  matrix in UCI part 1 or drop UCI part 2.
· Explicit indication via a dedicated 1-bit field in UCI part 1. In this case, UE may only report  matrix in UCI part 1, or drop UCI part 2, or report a full CSI with UCI part 1 and part 2 following the configured values of  and .
Other UCI parameters
In this part, we discuss the design for other UCI parameters, including RI+NNZC indication, bitmap to indicate coefficients indices and SCI.
For the indication of NNZC, our proposal in the last meeting was supporting an indication of total number of non-zero coefficients across all layers. However, after further consideration, we do see some benefit of reporting per-layer NNZC. One benefit is performing CSI omission. As will be discussed in more detail in Section 4, layer-based CSI omission is preferred as it has minimal impact on the PMIs and CQIs. Hence, per-layer NNZC provides information related to the payload of each layer, which is easier for the UE and gNB understand how much payload of UCI part II is omitted. 
There are two schemes to facilitate joint indication of rank and per-layer NNZC:
· Scheme 1: independent per-layer NNZC indication for each layer. That is, each layer uses a -bit (NNZC=0,1,…,K0 per layer). When rank-2 is reported, then UE may set the last two NNZC indicator equal to zero.
· Scheme 2: joint encoding of per-layer NNZC across all layers. The bitwidth is  if UE supports max rank-4. The mapping of a codepoint to RI and per-layer NNZC is as Table 2. The philosophy is similar to SRI, where a first set of codepoints are used to indicate the NNZC for rank-1, while a second set of codepoints are used to indicate the per-layer NNZC for rank-2, etc. The encoding process is based on the accumulated NNZC (denoted by ) upto layer-, and the accumulated NNZC  can be represented by a combinatorial number in .
Table 2: Encoding process of scheme 2 for per-layer NNZC and RI indication
	Codepoint 
	Rank
	Encoding of  to 

	
	1
	 and 

	
	2
	Step 1: obtain  and ;
Step 2: map  to a combinatorial value ;
Step 3: obtain 

	
	3
	Step 1: obtain , , ;
Step 2: map  to a combinatorial value ;
Step 3: obtain 

	
	4
	Step 1: obtain , ,  and ;
Step 2: map  to a combinatorial value ;
Step 3: obtain 


The payload comparison is shown in Figure 4, where the x-axis is the value of  (from 8 to 48). We can see that scheme 2 always achieves lower overhead than scheme 1.
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Figure 4. Payload comparison between scheme 1 and 2 for per-layer NNZC and RI indication
For the indication SCI, since per-layer NNZC is provided in UCI part 1, then it is straightforward to use -bits to indicate the index of the strongest coefficient of layer-.
Among the alternatives for the bitmap used to indicate the indices of the coefficients, the multi-bitmap approach is too complicated and is not easier to perform CSI omission. For the alternative of using size- bitmap for the layer where weaker polarization is dropped is an over-optimization for a corner case. Thus, using  bitmap is our preference.
Hence, based on the discussion, we propose
Proposal 10: For Rel-16 Type II codebook, support a per-layer NNZC indication without RI (Alt1.2), wherein the NNZC of each layer and the rank are jointly encoded via combinatorial indication, and the bitwidth is .  
Proposal 11: For Rel-16 Type II codebook, support SCI indicator based on per-layer NNZC (Alt3.1) and the bitwidth for layer- is .
Proposal 12: For Rel-16 Type II codebook, support using size- bitmap (Alt2.1) to indicate the coefficients indices for layer-.
CSI omission
Discussion on CSI omission rule
According to the setting of   and , the overhead for Rel-16 type II CSI can be as large as more than 500 bits for 10MHz bandwidth with 13 subbands. For larger bandwidth, the overhead can be as large as 1000 bits. However, considering UL throughput requirement, the max TB size for a cell-edge UEs is around 500 bits, while the max TB size for a cell-center UE is around 1000 bits. When multiple CSI report is configured to transmit on one PUSCH, a UE may process the CSI calculation in parallel to meet the PUSCH timing. However, after the CSI calculation, the UE may identify that the allocated UL resource is insufficient to carry the full CSI of each CSI report. Hence, CSI omission is necessary. 
One may argue that the CSI omission for Rel-16 Type II can be done by UE implementation via adjusting the rank and/or NNZC. However, in our view, the CSI omission is performed after the CSI calculation, and there would be no time left for the UE to recalculate the CSI by looking for a lower rank or lower NNZC. Another reason is that if CSI omission is achieved by UE implementation, the network would not know whether the lower rank/NNZC is due to CSI omission or a UE preferred CSI. Thus, it is important to have non-transparent CSI omission so that the network is able to schedule more UL resource for the next CSI report trigger. Based on the discussion, we believe CSI omission rule is needed to be defined in the spec.
Proposal 13: CSI omission rule for Rel-16 Type II codebook needs to be studied and defined in the spec.
Unlike Rel-15 Type II codebook wherein the linear coefficients are reported per subband, any single coefficient in Rel-16 type II is related to the PMI of all subbands. Hence, it is impossible to reuse Rel-15 CSI omission by subband decimation, and new CSI omission rule is needed. In high level aspect, since there would be very little time left for UE to transmit the CSI reports on PUSCH, the CSI omission shall only comprise simple operations like adjusting/removing (portion of) the UL payload to meet the target coding rate, but not including any operation requiring CSI recalculation. To this end, since CSI omission would change the PMI and lead to a mismatched CQI (if not updating the CQI), CSI omission rule should consider designs that have minimal impact to CQIs/PMIs.
Proposal 14: CSI omission rule for Rel-16 Type II codebook shall not require CSI recalculation, especially for CQI. The CSI omission rule should have minimal impact to CQIs/PMIs.
To achieve the minimal impact to CQIs/PMIs, a possible scheme is layer-based CSI omission. That is, the CSI omission starts from omitting all the components of the layer with the lowest priority order to all the components of the layer with the highest priority order. In this scheme, at least some complete layers would be reported to the network. Besides, the reported CQI (calculated based on the CSI without omission) is underestimated with the respect to the reported PMI. The reason is that the CQI supported by a higher rank (after omission) can be supported by a lower rank due to the higher power allocated on each layer. Based on the discussion, we propose
Proposal 15: Support layer-based CSI omission for Rel-16 Type II codebook.
UCI packing order based on CSI omission rule
Another issue related to CSI omission is the packing order of CSI components. In general, there are two alternatives as shown in Figure. 
· Alt1 (CSI component first, layer second): UE firstly packs all the CSI components including FD bases, bitmap for coefficient indication, SCI and quantization of NZCs of layer 0, secondly packs all the CSI components of layer 1, etc.
· Alt2 (layer first, CSI component second): UE firstly packs the FD bases of layer 0 to , secondly packs the bitmaps of layer 0 to , etc.
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Figure 5. Alternatives of UCI packing order
In Rel-15 Type codebook, UE firstly packs all the CSI components associated with even subband, and secondly packs all the CSI components associated with odd subband. The motivation of this packing order is due to the CSI omission rule, as CSI omission in Rel-15 is based on subband decimation. In our view, we believe same philosophy should be applied to Rel-16. Hence, layer-based CSI omission rule is preferred, we support Alt1 (CSI component first, layer second) for UCI packing order.
Proposal 16: In Rel-16 Type II CSI, the CSI components should be packed into UCI part 2 first within a layer, then across layers.
Number of FD Compression Units
Another remaining issue lies in the definition of  value (number of FD compression units) when the number of PMI SBs is greater than 13. In this case, to ease the computation efficiency, it is preferred the value of  being always powers of 2, 3, or 5 only, i.e., , where ,  and  are non-negative integers. To this end, there are two alternatives illustrated in Figure 1 (padding/extrapolation) and 2 (segmentation). 


Figure 6. Illustration of extrapolation


[bookmark: _GoBack]Figure 7. Illustration of segmentation
Although extrapolation/segmentation yields  being , these two alternatives enhance the UE implementation and spec complexity as either of them provides a different implementation compared to the case where number of PMI subbands is smaller than or equal to 13. From this perspective, these two alternatives yield neither good performance gain nor simplified design. Hence, unified framework with  regardless of its value should be studied as baseline.
Moreover, since the BWP may start at any RB, the edge CQI subbands may have smaller number of RBs than the nominal CQI subband size. This issue is fine with Rel-15 Type II codebook as the CSI is reported per subband. However, for Rel-16 Type II codebook with frequency domain compression, following issues need to be considered.
· The PMI computed at edge subbands (before compression/quantization) may degrade the continuity of the PMIs across frequency domain. This would impact the performance after FD compression, as the discontinuity at edge subband may cause large ripple in the compressed domain (e.g., time domain). 
· When R=2, some edge CQI subband may have only one PMI subband, thus resulting in an odd number for the total number of PMI subbands. In this case, extrapolation is needed to meet  as  is an even number when R=2. This adds extra UE implementation complexity.
To address above two issues, any CQI subband configured for Rel-16 Type II CSI shall be always a nominal subband which contains a number of RBs equal to the configured CQI subband size. Based on the above discussion, we propose
Proposal 17:  Support a unified framework to determine the value of  regardless its value, i.e., , where any CQI subband configured for Rel-16 Type II CSI shall be always a nominal subband which contains a number of RBs equal to the configured CQI subband size.
Conclusion
In this contribution, we discuss the open issues related to type II CSI enhancement. Based on the following observation,
Observation 1: Alt2B and Alt3C with  achieves similar performance with Alt6E.
Observation 2: Alt1 with  max NNZC per layer achieves 1~2% loss compared to Alt0 with no constraint on max NNZC per layer. 
Observation 3: UE may employ a layer-specific starting point in calculating the  matrix and the window-based intermediate set, but always report the intermediate set and FD basis associated with a window with FD basis .
Observation 4: Window-based approach achieves similar performance as the combinatorial-based approach.
Observation 5: Combinatorial-based intermediate set may need more overhead than one-stage FD basis report.
We propose,
Proposal 1: For the setting of number of FD basis selection, support Alt2B (first preference) or 3C (second preference), and FFS the value of .
Proposal 2: In Rel-16 Type II codebook, support Alt0 where UE freely assign  coefficients across all layers with no restriction on per-layer NNZC. 
Proposal 3: For RI={3,4} design of Rel-16 type II codebook with FD compression, further study schemes that exploit orthogonality among layers and unit norm of each layer.
Proposal 4: Support two-stage FD basis report for Rel-16 Type II codebook with FD compression, wherein
· The size of the intermediate set is RI-common and layer-common
· The intermediate set is RI-common and layer-common
Proposal 5: For the size of the intermediate set used in the 1st stage of two-stage FD bases report, support 
· UE reporting intermediate set  (1st preference); or 
· The intermediate set size  being derived from the max number of FD bases across all layers of all ranks, e.g.,  (2nd preference).
Proposal 6: Support window-based intermediate set for the two-stage basis report, wherein the starting index of the window is fixed.
Proposal 7: For the layer-specific FD basis report in the second stage, the downselection between bitmap and combinatorial indicator should consider the value of . 
Proposal 8: For the layer-specific FD basis report in the second stage,
· Prefer bitmap over combinatorial indicator
· Support the indicator selecting  basis from the  basis specified by the intermediate set, e.g., -bit bitmap or -bit combinatorial indicator.
Proposal 9: For R16 Type II codebook with FD compression, support a basis sufficiency indication in UCI part 1 with one of the following alternatives:
· Implicit indication via reporting NNZC=0 or  in UCI part 1. In this case, UE may only report  matrix in UCI part 1 or drop UCI part 2.
· Explicit indication via a dedicated 1-bit field in UCI part 1. In this case, UE may only report  matrix in UCI part 1, or drop UCI part 2, or report a full CSI with UCI part 1 and part 2 following the configured values of  and .
Proposal 10: For Rel-16 Type II codebook, support a per-layer NNZC indication without RI (Alt1.2), wherein the NNZC of each layer and the rank are jointly encoded via combinatorial indication, and the bitwidth is .  
Proposal 11: For Rel-16 Type II codebook, support SCI indicator based on per-layer NNZC (Alt3.1) and the bitwidth for layer- is .
Proposal 12: For Rel-16 Type II codebook, support using size- bitmap (Alt2.1) to indicate the coefficients indices for layer-.
Proposal 13: CSI omission rule for Rel-16 Type II codebook needs to be studied and defined in the spec.
Proposal 14: CSI omission rule for Rel-16 Type II codebook shall not require CSI recalculation, especially for CQI. The CSI omission rule should have minimal impact to CQIs/PMIs.
Proposal 15: Support layer-based CSI omission for Rel-16 Type II codebook.
Proposal 16: In Rel-16 Type II CSI, the CSI components should be packed into UCI part 2 first within a layer, then across layers.
Proposal 17:  Support a unified framework to determine the value of  regardless its value, i.e., , where any CQI subband configured for Rel-16 Type II CSI shall be always a nominal subband which contains a number of RBs equal to the configured CQI subband size.
Appendix
Table 6, Simulation assumptions
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban.

	Frequency Range
	FR1 only, 4GHz.

	Inter-BS distance
	200m

	Channel model
	According to the TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
· 32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
Other configurations are not precluded.

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) Type II overhead reduction

	BS Tx power
	41 dBm

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz

	Number of RBs
	52 for 15 kHz SCS

	Number of RB per subbands
	8

	Simulation bandwidth
	10 MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	Maximum 12 layers  for MU-MIMO

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes
Other FTP model is not precluded.

	Traffic load (Resource utilization)
	· 50%

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC as the baseline receiver


References
[1] [bookmark: _Ref461383190]Chairman’s notes RAN1#96bis Final
[2] R1-1905629 Feature lead summary for MU-MIMO CSI – revision on selected issues, Samsung.
[3] R1-1905741 Feature lead summary for MU-MIMO CSI offline email discussion on N3, Samsung.
[4] R1-1905724 Feature lead summary for MU-MIMO CSI Tuesday offline session, Samsung.
[5] R1-1906966 R16 summary MUCSI offline email – UCI final, Samsung.
[6] R1-1906967 R16 summary MUCSI offline email – FD basis final, Samsung.



Alternatives for setting of M
Alt2B with M2=M*2/3	282	380	476	506	700	892	0.91500085426277111	0.96770886724756533	0.98103536647872891	0.96805057235605663	0.98436699128651972	0.99077396207073287	Alt2B with M2=M/2	260	358	454	470	664	856	0.93533230821800772	0.9699299504527592	0.97889970955065764	0.96685460447633675	0.98616094310609947	0.99248248761318969	Alt3C with M2=M*2/3	264	364	460	472	668	860	0.93319665128993678	0.96694003075345958	0.97565351101998954	0.96659832564496828	0.98564838544336231	0.99196992995045274	Alt3C with M2=M/2	220	316	412	400	592	784	0.92260379292670425	0.96839227746454792	0.97753288911669234	0.96659832564496828	0.98675892704595924	0.98812574747992477	Alt6E (distribute 2M in all layers	220	316	412	400	592	784	0.91423201776866558	0.96642747309072263	0.97727661028532364	0.9689048351272852	0.98445241756364255	0.98974884674525887	Max overhead for rank-4

Performance relative to Rel-15


no max NNZC per layer	236	348	460	432	656	880	0.93405091406116514	0.98470869639501113	0.99060310951648722	0.98368358106953691	1.0052110029044934	1.0081154963266699	max NNZC per layer	232	348	464	428	656	884	0.92619169656586364	0.98470869639501113	0.99060310951648722	0.98487954894925678	1.0037587561934052	1.003844182470528	


Window-based vs. Combinatorial-based
Window-based two-stage with N3'=1.5*M	208	304	400	392	584	776	0.92397061336066955	0.96634204681359981	0.97257816504356742	0.96950281906714497	0.9853066803348709	0.99120109345634722	Window-based two-stage with N3'=2M	212	308	404	400	592	784	0.9224329403724586	0.96856313001879368	0.97428669058602424	0.96659832564496828	0.98675892704595924	0.98812574747992477	Combinatorial two-stage with N3'=1.5M	221	317	413	403	595	787	0.91363403382880559	0.96608576798223122	0.97078421322398767	0.96847770374167086	0.98462327011788831	0.98932171535964453	Combinatorial based two-stage with N3'=2M	226	322	418	400	592	784	0.91662395352810511	0.96676917819921393	0.97462839569451554	0.96659832564496828	0.98675892704595924	0.98812574747992477	one-stage (or UE reporting N3')	220	316	412	400	592	784	0.92260379292670425	0.96839227746454792	0.97753288911669234	0.96659832564496828	0.98675892704595924	0.98812574747992477	Max overhead for rank-4

Performance relative to Rel-15
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