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1. Introduction

Based on the agreements made in RAN1#96-bis [1], this contribution discusses remaining issues on UCI part1 and UCI part 2 design for the DFT-compression based Type II codebook. The following is discussed: 
· (L,p) setting for RI=3 and 4,
· NNZC design in UCI part 1,
· Bitmap design for RI=3 and 4,
· SCI design for RI=3 and 4,
· Configuration of total max. # NZ coefficients
· FD basis subset indication, and
· M’ and basis sufficiency indication.

2. Discussion on remaining details 
2.1 (L,p) setting for RI=3 and RI=4
The following agreement was made in RAN1#96-bis [1].
	Agreement
 On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: 
· Alt2B, Alt3C, Alt6E (see Table 9 from R1-1905629)



In this subsection, we discuss the setting of  for the above listed alternatives.
For Alt2B, the FD components for RI  are defined per subset of layers. The number of FD components for the first subset of layers {0,1} and the second subset of layers {2,3} is given by  and , respectively. This alternative provides the flexibility to change the FD components over the layer subsets.  Two values  and  can be higher-layer configured, or only the value of  is configured and  is derived from  by , where .  Since the higher layers {2,3} may not carry significant amount of energy compared to the first subset of layers, the value of  can be set either to ½ or ¾, or for simplicity,  can also be set to 1. Instead of configuring the number of FD components for the second subset, it can also be fixed in the specification (fixed value of ).
For Alt3C, the FD components per layer for RI  2 are identical and given by . Setting a small value for , for example,  may result in a performance degradation. As the feedback overhead is already taken care by restricting the number of NZC to , the number of FD components shall not be decreased for higher RI values, at least for the lower layers {0,1}. For example, when using an identical number of FD components for all layers, the UE may assign only few NZC to the higher layers. Therefore, using a large bitmap size to indicate the few NZC results in a wastage of feedback resources. As this alternative does not provide flexibility to use different number of FD components per layer or per layer group, the feedback overhead can be higher than actually required. 
For Alt6E, the FD components , for RI>2 are defined per layer. This alternative provides the flexibility to use a different number of FD components per layer. For this alternative, the values ,  can be higher layer configured, or for simplicity, only  is higher layer configured and the remaining FD components for the other layers are derived by a fixed rule. In order to avoid reporting of the derived number of FD components, the number of FD components per layer may be given by the specification. 
Observation: Alt2B and Alt6E provide the flexibility to use different number of FD components per layer group or per layer, respectively.  
Proposal: Support Alt2B or Alt6E.
2.2 NNZC design in UCI part 1
The following agreement was made in RAN1#96-bis [1].
	Agreement
The scheme for indicating the number of NZ coefficients (NZC) will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt1.1: RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}
· Alt1.3: RI + differential of # NZC summed across layers 
· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)
· Alt1.4: RI + per-layer differential # NZC 
· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)



In this subsection, we discuss the different alternatives for indicating the number of NZC in UCI part 1.
For Alt 1.1, the total number of NZC across all layers is reported by  bits since the number of NZC across all layers is limited to . Regardless of the RI value, for only 7 bits are required. In addition, 2 bits are additionally required to report the value of supported RI explicitly. 
For Alt1.2, assuming the number of NZC per layer is limited to ,  bits are required to report the number of NZC per layer. For an example of RI = 4, and 22 bits in total are required. In the case of no restriction on the number of NZC per layer,  bits are required per layer, and for an example of RI =4 and , 26 bits in total are required to indicate the total NZC across all layers. Alt 1.1 provides an overhead saving of 15 bits over Alt1.2. 
Observation: Alt 1.1 has lower feedback overhead compared to Alt 1.2. 
Proposal: Support of ALT1.1. 
2.3 Bitmap design for RI=3 and 4
At the last RAN1 meeting [1], the following agreement was made with respect to the bitmap design for RI=3 and RI=4.
	Agreement
For RI=3-4, the bitmap design will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt2.1: 2LMi bits per layer, i=0, 1, …, (RI-1)
· Alt2.2: One joint bitmap 1 for all layers, where an indicator bit is 1 if at least one of the RI layers has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)   
· Alt2.2B: Bitmaps 1 for each layer, where an indicator bit is 1 if at least one of the RI beams has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)
· Alt2.3: LMi bits for the layer in which the weaker polarization is dropped (else 2LMi bits) + up to 4-bit bitmap to indicate the layer where the weaker polarization is dropped (UCI part 1); i=0, 1, …, (RI-1)
 



The bitmap design has a large influence on the feedback overhead of the Type-II compression codebook. The following subsection discusses the different alternatives listed above. 
For ALT2.2, a joint bitmap given by the union of the individual bitmaps across layers is determined. The size of this joint bitmap is of . For the indication of the selected non-zero coefficients per layer several options exist and discussed in the following: 
(1) The selected NZ coefficients for each layer are indicated by a second bitmap of size , where  denotes the number of 1’s in the joint bitmap. The size of the second bitmap(s) (indicated by a  bit indicator) is reported in UCI part 1. 

(2) The selected NZ coefficients for each layer are indicated by a second bitmap of size , where  denotes the number of 1’s in the first  columns of the joint bitmap. The different length(s) of the second bitmap(s) (indicated by the values ) are reported in UCI part 1. Take RI=4 as an example, when  and , the bitmap(s) of layers 0&1 have an identical size of  and the bitmap(s) of layers 2&3 have an identical size of  and the value  is reported in UCI part 1.

(3) When the number of non-zero coefficients () for the i-th layer is indicated in UCI part 1, the selected NZ coefficients can be indicated by a  bit indicator per layer, and the size of the bit indicator(s) (value ) is reported in UCI part 1. 

(4) Similarly, the selected NZ coefficients for each layer can be indicated by a  bit indicator, and similar to option 2, the different sizes of the bit indicators (values ) are reported in UCI part 1.

For any of the four options, we observe that the feedback overhead for reporting the second bitmaps (or combinatorial indicators) heavily depends on the value of  (or ). For a large value of  (or ), the feedback overhead for reporting the joint bitmap and the individual bitmaps (or combinatorial bit indicators) for the layers may be larger than the feedback overhead of ALT2.1. However, the specific values of  (or ) and the decision of the use of a second bitmap or a combinatorial indicator depends on the final decision of the () settings and the final reporting scheme for the  in UCI part 1. 
For ALT2.2B, an effective bitmap of size is determined for the i-th layer, where . The effective bitmap contains only non-zero rows. The selected  beams for the i-th layer are indicated by an additional bitmap 2 of size . The effective bitmap size across all layers is reported in UCI part 1 by a  bit indicator, or the total number of 1’s in bitmap 2 across all layers is indicated by a  bit indicator. For ALT2.2B, a feedback overhead saving is obtained when the bitmap per layer is sufficiently sparse with respect to its rows, such that some of the beams are associated with no NZ coefficients. However, when a sufficient level of row sparsity of the bitmap per layer is not given, the feedback overhead of ALT2.2B will be higher than the overhead of ALT2.1 because of the additional bitmap 2 reporting. The sparsity of the bitmap per layer depends on the final decision of the () settings.
For ALT2.3, if all coefficients associated with the weak polarization of a layer a zero, half of the bitmap contains only zeros, and it can therefore be dropped from UCI part 2. In addition, the associated reference amplitude is not reported. A 4-bit layer indicator is reported in UCI part 1, where each bit is associated with a layer and indicates whether the full bitmap, or only half of the bitmap for the layer is reported in UCI part 2. In addition, the UCI part 2 contains for each layer, where the number of nonzero coefficients is zero for a specific polarization, a 1-bit indicator indicating the polarization of the non-zero combining coefficients. 
When a small value for the maximum number of non-zero coefficients () per layer is configured, it is very likely that the UE assigns the few non-zero coefficients of a layer mainly to the strong polarization, and hence it concentres the signal energy to a single polarization. The non-zero coefficients associated with the weak polarization are discarded since they are either very small or zero. The probability that the UE selects only a single polarization for a layer is even higher when the maximum number of non-zero coefficients is configured across layers, and/or when the values of  are small. 
Observation: Based on the above discussions, we observe the following: 
· For ALT2.2, the feedback overhead heavily depends on the number of reported non-zero coefficients. For a large number of reported non-zero coefficients, the feedback overhead may be higher than that of ALT2.1.

· For ALT2.2B, a feedback overhead saving is only obtained when the bitmap per layer contains a large number of rows having only zeros, otherwise the feedback overhead of ALT2.2B will be higher than that of ALT2.1.

· For ALT2.3, the feedback overhead cannot be higher than that of ALT2.1. Large overhead savings are obtained especially for higher reporting RI.  
Proposal: Support of ALT2.3. 
2.4 SCI design for RI=3 and 4
The following agreement was made in RAN1#96-bis [1].
	Agreement

For RI=1, strongest coefficient indicator (SCI) is a -bit indicator. For RI>1, SCI design will be chosen from the following alternatives in RAN1#97 (Reno):  
· 
Alt3.1 (applicable to Alt1.2): Per-layer SCI, where SCIi is a –bit indicator (i=0, 1, …, (RI-1))
· 
Alt3.2 (applicable to Alt1.1): Per-layer SCI, where SCIi is a –bit indicator
· 

Alt3.3: Per-layer SCI, where SCIi is a –bit or  indicator (i=0, 1, …, (RI-1))
· 
Alt3.4: Per-layer SCI, where SCIi is a –bit (i=0, 1, …, (RI-1))



In this subsection, we discuss several alternatives for reporting the SCI in UCI part 2.  
For Alt 3.1, a -bit indicator is used to indicate the SCI per layer. ALT 3.1 is only applicable if the number of NZC is reported per layer in UCI part 1. For Alt 3.2, a -bit indicator is used to indicate the SCI per layer. ALT3.2 is applicable if the total number of NZC across all layers is reported in UCI part 1. For Alt 3.3, a - or -bit indicator is used to indicate the SCI per layer. The decision of this alternative depends on the outcome of the configuration of the total maximum number of NZC per layer. For Alt3.4, the SCI is indicated using a –bit indicator. The precoder coefficient vector associated with the SCI is cyclically shifted with a reference value. Reporting the index of the spatial beam is sufficient to infer the index of the strongest coefficient. However, the cyclic shift may or may not be applied by the UE. It is therefore not clear if a –bit indicator can be applied for the SCI. 
Proposal: Support of ALT3.2 or ALT3.3.
2.5 Configuration of total max. # NZ coefficients
The following agreement was made in RAN1#96-bis [1].
	Agreement
On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 



In this subsection, we discuss the alternatives regarding the configuration of the total max number of coefficients per layer. 
For Alt0, the number of NZC per layer is unrestricted. This condition may have some implications on the performance as well as on the feedback overhead. In the case of no restriction, the UE may assign more number of NZC to the strongest layers, for example, the first and/or the second layers, and less number of NZC to the remaining layers. In some cases, it could be that zero NZC are assigned to the higher layers. Therefore, RI = 3 and 4 transmissions may not bring a substantial performance gain over RI=2 transmissions. Furthermore, as the SCI is indicated per layer, the number of bits required to report the SCI is increased by 1-bit per layer (compared to the unrestricted case), adding 4 more bits to the feedback overhead. Therefore, the number of NZC per layer shall be restricted to . 
Proposal: Support of Alt1. 
2.6 FD basis subset indication
The following agreement was made in RAN1#96-bis [1].
	Agreement
On FD basis subset selection indicator, the design will be chosen from the following alternatives in RAN1#97 (Reno):
· 

Alt5.1: FD basis subset selection indicator is per layer where it is a -bit indicator or -bit indicator or size-N3 bitmap, (i=0, 1, …, (RI-1))
· Alt5.2: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and N3’ is either reported in UCI part 1 or fixed in specification or higher-layer configured, and the intermediate set in UCI part 2
· 
Minitial indicated by  (or other values) bits indicates starting point of the intermediate FD basis set. The FD basis in this intermediate set is given by mod(Minitial+n,N3), n=0,1,..,N3’-1
· 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer 
· Alt5.3: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) selected from multiple higher-layer configured intermediate sets and the value of N3’ is indicated in UCI part 1 
· 
The 2nd step uses -bit indicator to indicate the FD basis used for each layer 
· Alt5.4: FD basis subset is selected as mod(Mi_initial + n,N3), n=0,1,..,Mi–1
· The subset selection is done per layer
· 

Alt5.5: The intermediate FD basis subset of size is higher layer configured per rank, and  is not reported in UCI part 1.
· 
FFS: FD basis subset of size  per rank
· 


The UE reports -bit bitmap or or  bit indicator to indicate the FD basis used for each layer 
1. Alt5.6: Two-step FD basis subset selection where
5. The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is either fixed or higher-layer configured
0. 
The FD basis in this intermediate set is reported either by N3-bit bitmap or  bit indicator
5. 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer
1. Alt5.7: Two-step FD basis subset selection where
6. The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is indicated in UCI part 1
0. 
The FD basis in this intermediate set is the union of FD basis for all layers, and is reported bybit indicator
6. 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer
1. Alt5.8: 
7. For RI > 2, two-step FD basis subset selection
0. 
The 1st (intermediate) step uses an intermediate set of size-N3’ (N3’=) 
0. Intermediate set is the union of FD basis for all layers, and is reported by size-N3 bitmap
0. The 2nd step uses size-N3’ bitmap to indicate the FD basis used for each layer
7. For RI < 3, FD basis subset selection indicator is per layer where it is a size- N3 bitmap




In this subsection, we discuss the alternatives listed above.
Free selection:  Alt 5.1 
For this alternative, a - or a -bit indicator is used to report the selected FD basis per layer, where subscript  denotes the layer index. Irrespective of the value of , the feedback overhead of this scheme always remains constant.
Two-step selection: (Alt 5.2, 5.3, 5.5, 5.6, 5.8)
For the two-step selection, the alternatives are similar in the way that the parameters that define the subset and/or the size of the subset are either higher-layer configured, or reported. An intermediate basis subset (IntS) of size  is determined in a first step, based on which the FD basis indicator per layer is reported in a second step. The value of  can be higher-layer configured, fixed, or calculated by the UE and reported in UCI part 2. The -sized IntS can be a continuous subset of the -sized FD codebook, and subsequently defined by the window parameter , or discontinuous. The parameter  can be higher-layer configured, or calculated by the UE and reported in UCI part 2.
Fig.1 shows the distribution of the size of the IntS when freely selecting the FD basis vectors per layer from an -sized FD codebook, and taking the union of the selected FD basis indices across all layers. As observed from the histograms, the value of  depends on RI and M, and increases with increasing RI and/or M. For RI=4, the highest values of  are observed. 
Observation: The value of  depends on the selected RI and configured M value and increases with increasing RI and/or M value. 
Since the value of  varies with respect to RI and M, an efficient design of the FD basis indicator saves a significant amount of overhead compared to Alt5.1. Note that the feedback overhead of Alt5.1 remains constant since the selection of  is always from a fixed size- codebook. Therefore, a two-step approach may be used for the design of the FD basis indicator(s).
Fig. 2a and Fig. 2b show the feedback overhead for the different alternatives for different configurations of  We observe the following: 
[bookmark: _GoBack]Observation: The feedback overhead is high when  and IntS are reported. The feedback overhead is reduced when  and IntS is configured.
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	Figure 1: Distribution of  for different RI values and M = {4,7}. 
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	Figure 2a: Feedback overhead required for different alternatives for different value of   and RI values when .
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	Figure 2b: Feedback overhead required for different alternatives for different value of  and RI values when .



As a reporting of both the -sized IntS and the value of  results in a high feedback overhead, we consider in the following the two alternatives Alt5.5 and Alt5.6, where the value of   is higher-layer configured. 
Although, a reporting of IntS seems to be important to obtain a good performance, the distribution of the selected FD basis vectors gives a different perspective. Fig. 3 shows the distribution of the selected FD basis vectors per layer for RI = 4 and . The first  and last  vectors have the highest probability to be selected for each layer. In other words, a significant part of the energy of the selected FD basis vectors is always concentrated in the first  and the last  FD basis vectors. The values of  and  differ for each layer, and increase with the layer index. Therefore, common  and  values can be considered for each RI. 
Observation: Irrespective of the rank, the first  and the last  FD basis vectors contain a significant part of the energy of the selected FD basis vectors.
The IntS can therefore be parameterized by a continuous subset of the codebook, which is parameterized by a window parameter . The parameter  defines the starting index of the window, for example, it is given by . The indices of the subset are then given by , where . Therefore, configuring the window parameter , and the IntS-size  suffices to configure the IntS. Furthermore, instead of configuring , it can also be determined from  by . For the simulations,  is used. 
Fig. 4a-4d show the performance versus the feedback overhead for Alt5.1, Alt 5.5 and Alt5.6 for  and . For large   values, the feedback overhead of Alt5.6 is always higher than the feedback overhead of Alt5.5. On the other hand, regardless of the  value, the feedback overhead of Alt5.5 is significantly smaller than the feedback overhead of Alt5.1 and Alt5.6, however, with a very small performance loss (<0.15%). The small performance loss is negligible.
Observation: Fixing   by  is sufficient to select the FD basis vectors that are selected with the highest probability.
Observation: Configuring the IntS in Alt5.5 suffices to obtain similar performance to that of Alt5.1 and Alt5.6 with a lower feedback overhead. 
Although, the distribution of selected FD basis vectors is confined to a specific region of the codebook, the FD indices of the configured IntS may not always match with the indices of the freely selected IntS. Therefore, a slightly larger set size should be configured, such that the freely selected IntS is contained in the configured IntS. Since the IntS is not reported, even for large values of , the feedback overhead is still lower than the overhead of Alt5.1. Moreover, a higher layer configuration of the IntS allows the gNB to control the feedback overhead for reporting the FD basis subset indicator(s) in UCI part 2.
Observation: For a slightly larger value of , the freely selected IntS is contained in the configured IntS. 
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	Figure 3: Distribution of the selected FD basis vectors per layer for RI = 4

	            

	Figure 4a: Performance versus the feedback overhead for different values of  for three different alternatives for RI = 2 and M = 4. 



	           

	Figure 4b: Performance versus the feedback overhead for different values of  for three different alternatives for RI = 2 and M = 7.





	           

	Figure 4c: Performance versus the feedback overhead for different values of  for three different alternatives for RI = 3 and M = 4.



	             

	Figure 4d: Performance versus the feedback overhead for different values of  for three different alternatives for RI = 4 and M = 4.



Another advantage of configuring the IntS is that the precoder coefficients as well as the associated FD components can be calculated by the UE with a reduced FFT size. In other words, by configuring the size- IntS, the search space and hence the computational complexity of the UE for selecting the FD basis vectors reduces from  to . For example, for R = 2, and when the number of CQI subbands is 13 and the FFT size drastically reduces from  to . 
Observation: The computational complexity (FFT size, search space for FD basis vector selection) for calculating the precoder coefficients and selection of FD basis subset is reduced when configuring the IntS.
Proposal: Support of a two-step FD basis subset selection with
· Configuration of the intermediate basis subset size 
· Configuration of the intermediate FD basis subset by , or 
· Fixing  using the configured  value by .

2.6 Reporting of M’ and basis sufficiency indication
When the UE reports a small number of non-zero coefficients, the UCI part 2 mainly carries bitmaps that are sparse and contain a number of columns with only zeros. To reduce the feedback overhead, the unused FD basis vectors and hence, the associated columns in the bitmaps can be dropped from the CSI report. The dropping of columns (or the reduced size M’ of the FD basis subset) needs to be indicated in UCI part 1. However, an explicit indication of the dropped columns complicates the UCI part 1 design and increases the payload size, which is undesired. An implicit indication without incurring additional overhead in UCI part 1 can be achieved by a joint encoding of the number of non-zero coefficient indication with M’. For a maximum of , the total number of reported non-zero combining coefficients across all layers is not larger than 84, and 7 bits are used to indicate the number of non-zero combining coefficients in UCI part 1. Out of the 128 code-points, 46 code-points are un-used and can be used for the indication of M’. The code-points 1 to 84 indicate the selected number of non-zero combining coefficients and indicate  For the remaining code-points, different options are possible and two of them are discussed in the following. In option 1, the remaining code-points 85 to 128 indicate the selected number of non-zero combining coefficients 1 to 44, and  In option 2, the remaining code-points 85 to 128 indicate the selected number of non-zero combining coefficients 1,3,5 to 83, and  
Observation: When the number of reported non-zero coefficients is small, the unused FD basis vectors and hence, the associated columns in the bitmaps can be dropped from the CSI report. 
Observation: An implicit indication without incurring additional overhead in UCI part 1 can be achieved by a joint encoding of the number of non-zero coefficients with M’.
Proposal: Support of M’ indication and joint encoding of M’ with the number of non-zero coefficient indication in UCI part 1.
For the new R16 Type codebook, the UE determines the non-zero coefficients of the precoder based on the configured  setting. When calculating the precoder coefficients, the UE may recognize that one or more of the configured values of  is not sufficient, and the precoder performance could be significantly improved when re-configuring the one or more parameter(s)  with larger value(s). Therefore, the current UCI part 1design should contain a parameter sufficiency indicator that allows the UE to inform the network on the sufficiency of the configured values of the parameters  Based on the parameter sufficiency indication in the CSI report, the network may decide to trigger another CSI report with larger values for , , , and/or . Similar to the above M’ indication discussion, an explicit indication of the parameter sufficiency in UCI part 1, however, complicates the UCI part 1 design and increases the payload size, which is undesired. An implicit indication without incurring additional overhead in UCI part 1 can simply obtained by reporting NNZC=2 in UCI part 1. In this case, the UE falls back to Type-I CSI reporting, and may drop the bitmaps and the FD basis sufficiency indicator in UCI part 2. In addition, the UE may indicate a single beam, instead of L beams, in the SD basis indicator. 
Hence, based on the discussion, we observe:
Observation: During precoder coefficient calculation, the UE may recognize that one or more of the configured values of , , , or  is not sufficient, and the precoder performance could be significantly improved when re-configuring the one or more parameter(s)  with larger value(s).
The following is proposed:
Proposal: Support of the parameter sufficiency indication and implicit indication via NNZC=2 in UCI part 1. In this case, the UE drops the bitmaps and the FD basis sufficiency indicator in UCI part 2, and in addition, the UE may indicate a single beam, instead of L beams, in the SD basis indicator. 
3. Conclusions
Based on the above discussion, we have the following observations and proposals. 
Observation: Alt2B and Alt6E provide the flexibility to use different number of FD components per layer group or per layer, respectively.  
Proposal: Support Alt2B or Alt6E.
Observation: Alt 1.1 has lower feedback overhead compared to Alt 1.2. 
Proposal: Support of ALT1.1. 
Observation: Based on the above discussions, we observe the following: 
· For ALT2.2, the feedback overhead heavily depends on the number of reported non-zero coefficients. For a large number of reported non-zero coefficients, the feedback overhead may be higher than that of ALT2.1.

· For ALT2.2B, a feedback overhead saving is only obtained when the bitmap per layer contains a large number of rows having only zeros, otherwise the feedback overhead of ALT2.2B will be higher than that of ALT2.1.

· For ALT2.3, the feedback overhead cannot be higher than that of ALT2.1. Large overhead savings are obtained especially for higher reporting RI.  
Proposal: Support of ALT2.3. 
Proposal: Support of ALT3.2 or ALT3.3.
Observation: The value of  depends on the selected RI and configured M value and increases with increasing RI and/or M value. 
Observation: The feedback overhead is high when  and IntS are reported. The feedback overhead is reduced when and IntS is configured.
Observation: Irrespective of the rank, the first  and the last  FD basis vectors contain a significant part of the energy of the selected FD basis vectors.
Observation: Fixing   by  is sufficient to select the FD basis vectors that are selected with the highest probability.
Observation: Configuring the IntS in Alt5.5 suffices to obtain similar performance to that of Alt5.1 and Alt5.6 with a lower feedback overhead. 
Observation: For a large value , the freely selected IntS is contained in the configured IntS. 
Observation: The computational complexity (FFT size, search space for FD basis vector selection) for calculating the precoder coefficients and selection of FD basis subset is reduced when configuring the INTS.
Proposal: Support of a two-step FD basis subset selection with
· Configuration of the intermediate basis subset size 
· Configuration of the intermediate FD basis subset by , or 
· [bookmark: _References]Fixing  using the configured  value by .
Observation: When the number of reported non-zero coefficients is small, the unused FD basis vectors and hence, the associated columns in the bitmaps can be dropped from the CSI report. 
Observation: An implicit indication without incurring additional overhead in UCI part 1 can be achieved by a joint encoding of the number of non-zero coefficients with M’.
Proposal: Support of M’ indication and joint encoding of M’ with the number of non-zero coefficient indication in UCI part 1.
Observation: During precoder coefficient calculation, the UE may recognize that one or more of the configured values of , , L, or p is not sufficient, and the precoder performance could be significantly improved when re-configuring the one or more parameter(s)  with larger value(s).
Proposal: Support of the parameter sufficiency indication and implicit indication via NNZC=2 in UCI part 1. In this case, the UE drops the bitmaps and the FD basis sufficiency indicator in UCI part 2, and in addition, the UE may indicate a single beam, instead of L beams, in the SD basis indicator. 
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Appendix
Table 2: Simulation parameters and setup
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Macro Dense Urban

	Frequency Range
	4GHz (FR1)

	Inter-BS distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS /275 for 30 kHz SCS

	Simulation bandwidth 
	10 MHz,15kHz SCS; 100 MHz, 30 kHz SCS

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	Up to 2 layers

	Overhead 
	DMRS, CSI-RS, PDCCH 

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC

	Evaluation Metric
	Throughput vs CSI feedback overhead (bits)

	Baseline for performance evaluation
	Rel-15 Type II Codebook 



Alt 5.1	14 (N3' =9)	16 (N3' = 10)	17 (N3' = 5)	20 (N3' = 13) 	23 (N3' = 7)	100	Alt 5.5	14 (N3' =9)	16 (N3' = 10)	17 (N3' = 5)	20 (N3' = 13) 	23 (N3' = 7)	99.9	99.96	100	Alt 5.6	14 (N3' =9)	16 (N3' = 10)	17 (N3' = 5)	20 (N3' = 13) 	23 (N3' = 7)	99.89	100	# bits 
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Alt 5.1	14(N3‘ = 10)	18 (N3‘ = 11)	22 (N3‘ = 13)	23 (N3‘ = 10)	24 (N3‘ = 12)	100	Alt 5.5	14(N3‘ = 10)	18 (N3‘ = 11)	22 (N3‘ = 13)	23 (N3‘ = 10)	24 (N3‘ = 12)	99.89	99.95	100	Alt 5.6	14(N3‘ = 10)	18 (N3‘ = 11)	22 (N3‘ = 13)	23 (N3‘ = 10)	24 (N3‘ = 12)	99.98	100	# bits
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Alt 5.1	 32 (N3‘ = 10)	36 (N3‘ = 11)	40 (N3‘ = 13)	43 (N3‘ = 11)	100	Alt 5.5	 32 (N3‘ = 10)	36 (N3‘ = 11)	40 (N3‘ = 13)	43 (N3‘ = 11)	99.89	99.95	100	Alt 5.6	 32 (N3‘ = 10)	36 (N3‘ = 11)	40 (N3‘ = 13)	43 (N3‘ = 11)	100	99.96	# bits 
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Alt 5.1	 32 (N3‘ = 10)	36 (N3‘ = 11)	40 (N3‘ = 13)	43 (N3‘ = 11)	100	Alt 5.5	 32 (N3‘ = 10)	36 (N3‘ = 11)	40 (N3‘ = 13)	43 (N3‘ = 11)	99.89	99.95	100	Alt 5.6	 32 (N3‘ = 10)	36 (N3‘ = 11)	40 (N3‘ = 13)	43 (N3‘ = 11)	100	99.96	# bits 
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