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Discussion and decision
1 Introduction
In last RAN plenary meeting, new WID for IIoT [1] was approved with following contents related in RAN1.
	2.  The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].

· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].

· Address UL data/control and control/control resource collision by:

· specifying a method to address resource collision between SR associating to high-priority traffic and uplink data of lower-priority traffic for the cases where MAC determines the prioritization [RAN2].

· specifying prioritization and/or multiplexing behaviour among HARQ-ACK/SR/CSI and PUSCH for traffic with different priorities, including the cases with UCI on PUCCH and UCI on PUSCH [RAN1, RAN2].


This contribution discusses on resource conflict between dynamic grant (DG) and configured grant (CG) PUSCH for different service types. 
2 Discussion
From MAC specification, UE will prioritize on dynamic grant PUSCH over configured grant PUSCH wherein those PUSCHs are overlapped in time. However, for a UE supporting different service type, it is not desirable to keep current operation if gNB configured grant PUSCH resource to a UE for high reliability data such as URLLC. So, prioritization rule should be modified or enhanced in Rel-16. In case of dynamic grant PUSCH versus dynamic grant PUSCH, there was an agreement in RAN2 #105 as following. 
	RAN2 assumes that the later dynamic grant may always be prioritized over and earlier dynamic grant (scenario 3). One way to realize this is that MAC generate a PDU for each grant and let L1 handle conflicting transmissions. To be confirmed following progress in RAN1. Other solutions are not precluded.



It is noted from above agreement that second scheduled PUSCH has a higher priority than first scheduled PUSCH wherein those scheduled PUSCHs are overlapped in time domain. It means that UE will drop one MAC PDU in PHY layer even in two MAC PDUs are delivered from MAC to PHY. Also, it implicitly means that MAC decides which PUSCH should be processed firstly and PHY will follows two grant reception timeline. That is, in the situation where one dynamic PUSCH grant is already given to PHY, MAC layer has a role to further decide whether another dynamic PUSCH grant would be given to PHY layer in the form of overlapping PUSCH resources in time because later dynamic PUSCH grant has higher priority than former one in MAC decision. So, there is no need or strong motivation to do further prioritization procedures in PHY layer again. Instead, it is better to follow MAC decision in PHY layer aspects. 

Priority decision should be done in MAC layer for configured PUSCH and dynamic PUSCH conflict. In case that dynamic grant is scheduled having overlapped with configured PUSCH resource, UE should to transmit UL data on configured PUSCH if another MAC PDU for configured grant is generated and delivered to PHY after scheduling the dynamic grant. PHY processing time would not be severe problem because MAC and PHY layer are included in one UE and therefore MAC layer of the UE already knows PHY processing time requirement before generating and sending MAC PDU to PHY layer. In similar with two dynamic PUSCH grant conflict, PHY should prioritize transmit PUSCH related to later delivered MAC PDU without any further prioritization rule. 

 To sum up, main prioritization procedure should be done in MAC layer and PHY consider timeline between two sequential generated and received MAC PDU. For enabling this procedure, a kind of metrics or parameters related to MAC PDU generation and sending timing in PHY could be defined in PHY or MAC specification. 
Observation 1: In the environment where MAC has prioritization rule between different service type, there is no strong motivation to further prioritization rule to be introduced in PHY layer. 
Proposal 1: PHY should determine prioritization rule based on timeline for dynamic grant versus configured grant.
3 Conclusions
This contribution discussed PUSCH resource conflict between dynamic grant and configured grant. Followings are observed and proposed in this contribution. 
Observation 1: In the environment where MAC has prioritization rule between different service type, there is no strong motivation to further prioritization rule to be introduced in PHY layer. 

Proposal 1: PHY should determine prioritization rule based on timeline for dynamic grant versus configured grant.
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