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1. Introduction
At the 3GPPRAN#81 meeting work item to specify enhancements for NR MIMO was approved. Objectives of the work item include the following [1]. 
· Specify overhead reduction, based on Type II CSI feedback, taking into account the tradeoff between performance and overhead
· Perform study and, if needed, specify extension of Type II CSI feedback to rank > 2
At the RAN1#95 [2, 3] it was agreed to support DFT-based compression for Type II CSI as formulated below. 
	· Precoders for a layer is given by size-matrix 
·  #SD dimensions
·  #FD dimensions
· FFS value and unit of 
· Precoder normalization: the precoding matrix for given rank and unit of  is normalized to norm 1/sqrt(rank) 
· Spatial domain (SD) compression
·  spatial domain basis vectors (mapped to the two polarizations, so  in total) selected
· Compression in spatial domain using  , where  are orthogonal DFT vectors (same as Rel. 15 Type II)
· Frequency-domain (FD) compression
· Compression via  where , where  are  size- orthogonal DFT vectors for SD-component  
· Number of FD-components  or  is configurable, FFS value range
· FFS: choose one of the following alternatives
· Alt1. common basis vectors: , i.e.  and  are identical (i.e., =, )
· Alt2. independent basis vectors: , where , i.e.  frequency-domain components (per SD-component) are selected 
· Note:  or  are all selected from the index set  from the same orthogonal basis group
· FFS: If oversampled DFT basis or DCT basis is used instead of orthogonal DFT basis
· FFS: Same or different FD-basis selection across layers
· Linear combination coefficients (for a layer) 
· FFS if   is composed of linear combination coefficients
· FFS if only a subset  of coefficients are reported (coefficients not reported are zero).
· FFS if layer compression is applied so that  transformed coefficients are used to construct  for layer (where the transformed coefficients are the reported quantity)
· FFS quantization/encoding/reporting structure
· Note: The terminology “SD-compression” and “FD-compression”  are for discussion purposes only and are not intended to be captured in the specification


At the previous RAN1 meetings significant progress was achieved on support of DFT-based compression for rank 1-2 Type II CSI. However, there are several unresolved issues including support of segmentation or padding for DFT size N3 > 13, supported combinations of compression parameters, details of UCI design. 
At the RAN1#96 meeting [4] it was agreed to support the Type II DFT-based compression for rank 3-4. Some aspects of rank 3-4 design was further agreed at the last RAN1 meeting [5] including SD and FD basis selection across layers, L and K0 setting. Several alternatives on parameter p setting were listed for further downselection.
In this contribution we provide system level evaluation results and analysis on the open issues for rank 1-4 Type II CSI with DFT-based FD compression.
2. Discussion
2.1. Segmentation or padding for N3 > 13
At the RAN1 Ad-Hoc Meeting 1901 [6] the following agreement was achieved for supported values of DFT size (N3).
	Agreement



[bookmark: _Hlk536009008]Values of N3: For  and NSB is # CQI subbands, when , 


Values of N3: For  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96
· 
Alt1: N3 is smallest multiple of 2, 3, or 5 which is  
· Alt2: N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5


At the RAN1#96 and RAN1#96b meetings [4, 5] the following agreements were made on this issue. 
	Agreement

On the values of N3, further discuss and clarify/refine both of the available alternatives with  as the evaluation baseline 
Agreement
On the value of N3 for (N3=NSB×R)>13:
· For Alt1: 
· Identify alternatives for padding schemes in RAN1#97 (Reno)
· Select one from the alternatives for padding scheme by RAN1#98 (Prague)
· For Alt2: 
· Identify alternatives in RAN1#97 (Reno)
· Select one from the alternatives by RAN1#98 (Prague)


The performance of Type II CSI DFT-based compression with padding is determined by the positions and values of additional FD coefficients. In order to minimize edge effects it is desirable to distribute additional FD coefficients at the both edges as it is illustrated in figure 1 for the case with R = 1 and N3 = Nsb+2. Values of additional FD coefficients should be selected in such way to maintain high correlation properties, for example values of additional FD coefficients can be equal to the nearest FD coefficient corresponding to the actual subbands (FD compression units).


Figure 1. Position of additional FD coefficients
Proposal 1
· If DFT size N3 is not equal to the number of FD compression units R∙Nsb the following padding scheme is considered for a set of FD coefficients cn, n = 0,1,…,N3-1, with Np = N3 - R∙Nsb additional FD coefficients
· For Np = 1, additional FD coefficient ck1 = ck1-1, k1 = N3-1
· For Np = 2, additional FD coefficients ck1 = ck1-1, k1 = N3-1, ck2 = ck2+1, k2 = 0
· For Np = 3, additional FD coefficients ck1 = ck1-1, k1 = N3-2, ck2 = ck2+1, k2 = 0,  ck3 = ck3-2, k3 = N3-1
In order to evaluate the performance of Type II CSI DFT-based compression with padding and segmentation, system level simulations were carried out for Dense Urban scenario with 16 Tx antennas at the gNB for 20 MHz and 50 MHz bandwidth with 30 kHz subcarrier spacing. Evaluation results are presented in figures 1, 2, 3, 4 for rank 1-2 Type II CSI DFT-based compression with L = 4, R = 2, p = {1/4, 1/2} and β = {1/4, 1/2}, evaluation results for Rel. 15 Type II codebook are presented for reference. The detailed evaluation assumptions can be found in the Appendix. Values of CSI configuration parameters considered for evaluations are presented in table 1.
Table 1. Values of CSI configuration parameters
	
	20 MHz bandwidth
	50 MHz bandwidth

	
	No padding
	Padding
	Segmentation
	No padding
	Padding
	Segmentation

	Number of subbands
	13
	13
	13
	17
	17
	17

	N3 (for one segment)
	26
	27
	15
	34
	36
	18

	M (for one segment)
	{4, 4, 7, 7}
	{4, 4, 7, 7}
	{2, 2, 4, 4}
	{5, 5, 9, 9}
	{5, 5, 9, 9}
	{3, 3, 5, 5}

	K0 (for one segment)
	{8, 16, 14, 28}
	{8, 16, 14, 28}
	{4, 8, 8, 16}
	{10, 20, 18, 36}
	{10, 20, 18, 36}
	{6, 12, 10, 20}



Figure 1. Average packet throughput for padding and segmentation with 20 MHz bandwidth

Figure 2. Cell-edge packet throughput for padding and segmentation with 20 MHz bandwidth

Figure 3. Average packet throughput for padding and segmentation with 50 MHz bandwidth

Figure 4. Average packet throughput for padding and segmentation with 50 MHz bandwidth
As it can be seen from the above evaluation results, Type II CSI DFT-based compression with padding of FD coefficients provides similar performance comparing to the case without padding (with DFT size equal to the number of FD compression units). Type II CSI DFT-based compression with segmentation does not provide performance gains over other cases while it has slightly higher overhead. 
Observation 1: 
· Type II CSI DFT-based compression with padding of FD coefficients provides similar performance comparing to the case without padding (with DFT size equal to the number of FD compression units)
· Type II CSI DFT-based compression with segmentation does not provide performance gains over other cases while it has slightly higher overhead
Proposal 2:
· Support padding of FD coefficients to smallest multiple of 2, 3, or 5 which is ≥ NSB×R for N3 > 13
2.2. Range of supported codebook parameters
At the last RAN1 meeting [4] the following agreement was made.
	 Agreement
On subset selection for layer 0, agree on the following:
· Unrestricted (polarization-independent) subset selection which requires a size-2LM bitmap in UCI part 2
· 
 
· FFS: Further down selection of supported combinations of FD compression parameters  


As it can be seen from the above agreement, further down selection of supported combinations of FD compression parameters can be considered. Currently there are 4 possible values of codebook parameter p (p = {1/4, 1/2} are supported, p = {1/8, 3/4} are FFS) and 3 supported values of codebook parameter β. In total there are 12 possible combinations of codebook parameters p and β. In order to downselect combinations of p and β system level evaluation were carried out for Dense Urban scenario with 16 Tx antennas at the gNB. Evaluation results are presented in figure 5 and 6 for rank 1-2 Type II CSI DFT-based compression with L = 4, R = 1, p = {1/8, 1/4, 1/2, 3/4} and β = {1/4, 1/2, 3/4}, evaluation results for Rel. 15 Type I and Type II are presented for reference. The detailed evaluation assumptions can be found in the Appendix.

Figure 5. Average packet throughput for different values of p and β

Figure 6. Cell-edge packet throughput for different values of p and β
As it can be observed based on the above evaluation results, some combinations of codebook parameters (p, β) have high overhead (similar or higher to Rel. 15 Type II CSI with 8-PSK phase and SB amplitude) and do not provide sufficient performance gains over other cases. Thus, in our view (p, β) = {(3/4, 3/4), (3/4, 1/2), (1/2, 3/4)} should not be supported due to large overhead and small performance gains comparing to Type I CSI. As it can be seen from the above evaluation results, Type II CSI DFT-based compression with (p, β) = {(1/8, 1/4), (1/8, 1/2)} provide considerable performance loss comparing to other cases, thus (p, β) = {(1/8, 1/4), (1/8, 1/2)} should not be supported. Codebook parameters (p, β) = {(1/8, 3/4), (1/4, 1/4), (1/4, 1/2), (1/4, 3/4), (1/2, 1/4), (1/2, 1/2), (3/4, 1/4)} provide reasonable performance/overhead tradeoff. However, it is desirable to reduce number of supported combinations of codebook parameters. Codebook parameters (p, β) = {(1/4, 1/4), (1/4, 1/2), (1/2, 1/2)} cover a broad range of overhead and performance, hence we propose to support the following combinations of codebook parameters (p, β) = {(1/4, 1/4), (1/4, 1/2), (1/2, 1/2)}.
Observation 2:
· (p, β) = {(3/4, 3/4), (3/4, 1/2), (1/2, 3/4)} provide large overhead and small performance gains comparing to Type I CSI 
· (p, β) = {(1/8, 1/4), (1/8, 1/2)} provide considerable performance loss comparing to other cases
· (p, β) = {(1/8, 3/4), (1/4, 1/4), (1/4, 1/2), (1/4, 3/4), (1/2, 1/4), (1/2, 1/2), (3/4, 1/4)} provide reasonable performance/overhead tradeoff
· (p, β) = {(1/4, 1/4), (1/4, 1/2), (1/2, 1/2)} cover a broad range of overhead and performance
Proposal 3:
· Support (p, β) = {(1/4, 1/4), (1/4, 1/2), (1/2, 1/2)}
2.3. Type II codebook for rank 3-4
At the RAN1#96 meeting [4] it was agreed to extend the Type II DFT-based compression to rank 3-4.
	Agreement
Extend the Type II DFT-based compression (designed for RI=1-2) to RI=3-4 with the following design principle:
· The resulting overhead for RI=3-4 is at least comparable to that for RI=2 


According to the above agreement codebook structure of rank 3-4 Type II codebook should follow that of rank 1-2 Type II codebook with DFT-based compression. The resulting overhead for rank 3-4 PMI reporting should be at least comparable to that for rank 2.
At the last RAN1 meeting [5] the following agreements were made on K0 setting, FD basis subset selection, coefficient subset selection and SD basis subset selection.
	Agreement
On RI=3-4 extension:
· K0 setting: agree on supporting Alt1, i.e. total max # NZ coefficients across all layers ≤ 2K0 where the K0 value set for RI{1,2} 
· FD basis subset selection: agree on layer-specific subset selection
· Coefficient subset selection: agree on layer-specific subset selection

Agreement
SD basis subset selection is layer-common



The following agreement was made on the parameter p and L settings. According to the agreement the value of L is layer-common and rank-common for rank 1-4. The agreed candidates for p setting are schematically represented in table 2.
	Agreement
 On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: 
· Alt2B, Alt3C, Alt6E (see Table 9 from R1-1905629)


Table 2. Agreed candidates for p setting
	Alt2B

	RI
	Layer
	p

	1
	0
	

	2
	0
	

	
	1
	

	3
	0
	

	
	1
	

	
	2
	

	4
	0
	

	
	1
	

	
	2
	

	
	3
	



	Alt3C

	RI
	Layer
	p

	1
	0
	

	2
	0
	

	
	1
	

	3
	0
	

	
	1
	

	
	2
	

	4
	0
	

	
	1
	

	
	2
	

	
	3
	



	Alt6E

	RI
	Layer
	p

	1
	0
	

	2
	0
	

	
	1
	

	3
	0
	

	
	1
	

	
	2
	

	4
	0
	

	
	1
	

	
	2
	

	
	3
	





In order to compare performance and overhead of different alternatives on p setting the exact values of parameter p should be determined. The following values were further considered for each alternative.
· Alt2B: 
· Alt3C: 
· Alt6E:  are selected in such way that 
·  is maximum number of selected FD vectors for rank r = 3,4 and layer l = 0,1,…,r- 1
In order to compare different cases of rank 3-4 Type II codebook design, system level evaluations were carried out for Dense Urban scenario with 16 Tx antennas at the gNB. Evaluation results are presented in figures 7, 8, 9, 10. The detailed evaluation assumptions can be found in the Appendix. The following combinations of (y0, β) parameters were considered for Type II codebook (y0, β) = {(1/4, 1/4), (1/4, 1/2), (1/2, 1/2)}. 

Figure 7. Average packet throughput for different options of rank 3-4 codebook with low traffic load (~20% resource utilization)

Figure 8. 95% of packet throughput for different options of rank 3-4 codebook with low traffic load (~20% resource utilization)

Figure 9. Average packet throughput for different options of rank 3-4 codebook with medium traffic load (~50% resource utilization)

Figure 10. 95% of packet throughput for different options of rank 3-4 codebook with medium traffic load (~50% resource utilization)
As it can be observed from the above evaluation results, Alt2B has higher overhead while it doesn’t provide performance gains over other alternatives, Alt3C and Alt6E provide similar performance and overhead. 
Observation 3: 
· Alt2B has higher overhead while it doesn’t provide performance gains over other alternatives
· Alt3C and Alt6E provide similar performance and overhead
Proposal 4: 
· Support Alt6E or Alt3C for parameter p setting for rank 3-4
2.4. UCI parameters
In order to achieve dynamic overhead reduction UCI is divided by two parts which are separately encoded. The payload size of UCI part 1 is known from the higher layer configuration parameters while the payload size of UCI part 2 depends on the values of UCI parameters from UCI part 1. Parameters transmitted in UCI part 1 include at least information on the number of layers (rank value) and number of non-zero coefficients, the following agreement was made at the previous RAN1 meeting [5] on the UCI parameters encoding for this information.  
	Agreement
The scheme for indicating the number of NZ coefficients (NZC) will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt1.1: RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}
· Alt1.3: RI + differential of # NZC summed across layers 
· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)
· Alt1.4: RI + per-layer differential # NZC 
· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)


Since the exact number of non-zero coefficients (NZC) for each layer can be determined based on the number of ones in the bitmap for NZC selection in UCI part 2, it is not necessary to indicate the number of non-zero coefficients separately for each layer in UCI part 1. Regarding the differential indication of number of NZC, there is a tradeoff between the dynamic overhead reduction granularity and the number of bits for indication of number of NZC in UCI part 1. Since the overhead for indication of number of NZC in UCI part 1 is not significant (less than 10 bits), in our view it is not necessary to introduce differential indication for number of NZC. Regarding the sufficiency indicator, the benefit of such information is not clear. Hence, we support Alt1.1 without sufficiency indication information.
Proposal 5:
· Support the following scheme for indicating the number of non-zero coefficients (NZC)
· RI + number of NZC summed across layers where number of NZC = {1, 2, …, 2K0}
At the last RAN1 meeting [5] the following agreement was made on the bitmap design for selection of NZC for rank 3-4.
	Agreement
For RI=3-4, the bitmap design will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt2.1: 2LMi bits per layer, i=0, 1, …, (RI-1)
· Alt2.2: One joint bitmap 1 for all layers, where an indicator bit is 1 if at least one of the RI layers has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)   
· Alt2.2B: Bitmaps 1 for each layer, where an indicator bit is 1 if at least one of the RI beams has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)
· Alt2.3: LMi bits for the layer in which the weaker polarization is dropped (else 2LMi bits) + up to 4-bit bitmap to indicate the layer where the weaker polarization is dropped (UCI part 1); i=0, 1, …, (RI-1)


For Alt2.2, Alt2.2B, Alt2.3 additional UCI parameters are introduced in UCI part 1 and UCI part 2 which lead to increased maximum payload size while the actual payload of UCI part 2 can be potentially lower comparing to that of Alt2.1. The payload size of additional UCI parameters is lower for Alt2.3 comparing to Alt2.2 and Alt2.2B, while the probability of dropping all coefficients for one polarization is also very low. On the other hand the payload size of additional UCI parameters is high for Alt2.2 and Alt2.2B. Hence, we propose to support Alt2.1 for the bitmap design for selection of NZC.
Proposal 6:
· Support 2LMi bits bitmap per layer i, i=0, 1, …, (RI-1), for selection of non-zero coefficients for rank 3-4
At the last RAN1 meeting the following agreement was achieved on strongest coefficient indicator (SCI) for rank > 1.
	Agreement

For RI=1, strongest coefficient indicator (SCI) is a -bit indicator. For RI>1, SCI design will be chosen from the following alternatives in RAN1#97 (Reno):  
· 
Alt3.1 (applicable to Alt1.2): Per-layer SCI, where SCIi is a –bit indicator (i=0, 1, …, (RI-1))
· 
Alt3.2 (applicable to Alt1.1): Per-layer SCI, where SCIi is a –bit indicator
· 

Alt3.3: Per-layer SCI, where SCIi is a –bit or  indicator (i=0, 1, …, (RI-1))
· 
Alt3.4: Per-layer SCI, where SCIi is a –bit (i=0, 1, …, (RI-1))


Since Alt3.4 provides the lowest overhead vlaue among other alternatives without any impact on the performance, we propose to support Alt3.4. Furthermore, same approach can be used for RI=1 in order to align the UCI design for different rank values. 
Proposal 7: 
· 
Support –bit indication of SCIi (i=0, 1, …, (RI-1)) for rank 1-4
Another important UCI parameter is FD basis subset selection indicator. FD basis subset selection indicator is needed in order to indicate the indexes of FD vectors selected by the UE for each layer. At the last RAN1 meeting 8 alternatives were agreed for further downselection [5]. Different alternatives are characterized by the maximum and average number of bits required for reporting, performance and complexity. At least 5 out of identified alternatives correspond to two-step FD basis subset selection, where subset of FD vectors which is common across layers is selected at the first step and layer-specific subsets are selected at the second step. It is hard to compare overhead, performance and complexity given a variety of alternatives and unclear details for each alternative (e.g. specific value of parameter(s), signalling approach, etc.). Hence, we propose to downselect alternatives for two-step FD basis subset selection and identify remaining details for further comparison with other alternatives. 
Proposal 8:
· For FD basis subset selection indicator, downselect alternatives for two-step FD basis subset selection and identify remaining details for further comparison with other alternatives
At the previous RAN1 meeting [5] the following agreement was made on FD basis subset selection indicator on additional higher layer parameters. 
	Agreement
On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 


Since the exact number of NZC for each layer can be determined based on the number of ones in the bitmap for NZC selection in UCI part 2 it is possible to distribute NZC across different layers in such way to maximize the performance without any additional overhead. Hence, the benefits of additional constrain introduced by Alt1 in the above agreement is not clear.
Proposal 9:
· 
Number of non-zero coefficients for layer i=0,1,…,(RI-1) KNZ,i is unrestricted as long as for rank 3-4
2.5. UE capability signalling
UE capability signalling for CSI measurements and reporting considers many aspects such as implementation of processing algorithms (e.g. PMI search with a particular codebook type and number of ports), memory size to store CSI measurements, UE complexity for CSI processing considering multiple simultaneous calculations for different CSI reports, processing time constraints, etc. Different UE capabilities for CSI are defined per component carrier (CC), per band, per frequency range (FR1 or FR2) or per UE. 
Support of CSI reporting with a given codebook type is indicated by UE capability codebookParameters per band [7]. Within codebookParameters there are separate UE capabilities per codebook type. For each codebook type UE indicates the list of supported combinations of the maximum number of CSI-RS ports per CSI-RS resource, the maximum number of resources across all CCs within a band simultaneously, the total number of Tx ports across all CCs within a band simultaneously. Such UE capability signalling is needed in order to indicate the implemented PMI search algorithm and control the total complexity of CSI calculation considering multiple CSI reports calculated simultaneously. 
Since the same processing unit can be reused for PMI calculation with different codebook types, separate UE capability signalling for each codebook type is not optimal and lead to underestimate of actual UE processing capabilities. For example, let’s assume that UE is capable to simultaneously process up to T CSI-RS resources for Type I and Type II codebook in total. Since UE processing unit is shared for different codebook types and UE capabilities are defined separately per each codebook type, UE should distribute it’s capabilities among Type I and Type II, e.g. up to T1 CSI-RS resources for Type I and up to T2 CSI-RS resources for Type II. In that example UE is actually capable to do simultaneous processing for T CSI-RS resources for Type I and Type II codebook, however, gNB assumes that UE is not capable to do it according to the UE capability signalling.
Considering that the complexity of CSI calculation for Type II with DFT-based compression is higher comparing to Rel. 15 Type I and Type II codebooks, efficiency of utilization of UE computational resources becomes more important. Hence, optimization of UE capability signaling is needed for Rel. 16.
Observation 4:
· UE capability signaling does not optimally reflect the actual UE CSI processing capabilities for the case where multiple codebook types are supported by the UE
Proposal 10:
· Consider optimization of UE capability signaling for the case where multiple codebook types are supported by the UE taking into account that the complexity of CSI calculation for Type II with DFT-based compression is higher comparing to Rel. 15 Type I and Type II codebook
One simple solution which can solve the above problem is introduction of additional UE capability signaling parameter which indicates the list of supported combinations of the maximum number of CSI-RS ports, the maximum number of resources, the total number of Tx ports across all CCs within a band simultaneously across all the supported codebook type.
Proposal 11: 
· [bookmark: _GoBack]Support UE capability signaling parameter which indicates the list of supported combinations of the maximum number of CSI-RS ports, the maximum number of resources, the total number of Tx ports across all CCs within a band simultaneously across all the supported codebook type
3. Conclusion
In this contribution enhancements to CSI for MU-MIMO are discussed including overhead reduction for Type II CSI and the support of higher ranks for Type II CSI. The following proposals and observations were made.
Proposal 1
· If DFT size N3 is not equal to the number of FD compression units R∙Nsb the following padding scheme is considered for a set of FD coefficients cn, n = 0,1,…,N3-1, with Np = N3 - R∙Nsb additional FD coefficients
· For Np = 1, additional FD coefficient ck1 = ck1-1, k1 = N3-1, 
· For Np = 2, additional FD coefficients ck1 = ck1-1, k1 = N3-1, ck2 = ck2+1, k2 = 0
· For Np = 3, additional FD coefficients ck1 = ck1-1, k1 = N3-2, ck2 = ck2+1, k2 = 0,  ck3 = ck3-2, k3 = N3-1
Observation 1: 
· Type II CSI DFT-based compression with padding of FD coefficients provides similar performance comparing to the case without padding (with DFT size equal to the number of FD compression units)
· Type II CSI DFT-based compression with segmentation does not provide performance gains over other cases while it has slightly higher overhead
Proposal 2:
· Support padding of FD coefficients to smallest multiple of 2, 3, or 5 which is ≥ NSB×R for N3 > 13
Observation 2:
· (p, β) = {(3/4, 3/4), (3/4, 1/2), (1/2, 3/4)} provide large overhead and small performance gains comparing to other cases 
· (p, β) = {(1/8, 1/4), (1/8, 1/2)} provide considerable performance loss comparing to other cases
· (p, β) = {(1/8, 3/4), (1/4, 1/4), (1/4, 1/2), (1/4, 3/4), (1/2, 1/4), (1/2, 1/2), (3/4, 1/4)} provide reasonable performance/overhead tradeoff
· (p, β) = {(1/4, 1/4), (1/4, 1/2), (1/2, 1/2)} cover a broad range of overhead and performance
Proposal 3:
· Support (p, β) = {(1/4, 1/4), (1/4, 1/2), (1/2, 1/2)}
Observation 3: 
· Alt2B has higher overhead while it doesn’t provide performance gains over other alternatives
· Alt3C and Alt6E provide similar performance and overhead
Proposal 4: 
· Support Alt6E or Alt3C for parameter p setting for rank 3-4
Proposal 5:
· Support the following scheme for indicating the number of non-zero coefficients (NZC)
· RI + number of NZC summed across layers where number of NZC = {1, 2, …, 2K0}
Proposal 6:
· Support 2LMi bits bitmap per layer i, i=0, 1, …, (RI-1), for selection of non-zero coefficients for rank 3-4
Proposal 7: 
· 
Support –bit indication of SCIi (i=0, 1, …, (RI-1)) for rank 1-4
Proposal 8:
· For FD basis subset selection indicator, downselect one or two alternatives for two-step FD basis subset selection and identify remaining details for further comparison with other alternatives
Proposal 9:
· 
Number of non-zero coefficients for layer i=0,1,…,(RI-1) KNZ,i is unrestricted as long as for rank 3-4
Observation 4:
· UE capability signaling does not optimally reflect the actual UE CSI processing capabilities for the case where multiple codebook types are supported by the UE
Proposal 10:
· Consider optimization of UE capability signaling for the case where multiple codebook types are supported by the UE taking into account that the complexity of CSI calculation for Type II with DFT-based compression is higher comparing to Rel. 15 Type I and Type II codebook
Proposal 11: 
· Support UE capability signaling parameter which indicates the list of supported combinations of the maximum number of CSI-RS ports, the maximum number of resources, the total number of Tx ports across all CCs within a band simultaneously across all the supported codebook type
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Appendix
Table. Evaluation assumptions
	Parameter
	Value

	Scenario
	Dense Urban (Macro only)

	Layout
	Hexagonal Grid with 2 tiers

	ISD
	200 m

	Carrier frequency
	4 GHz

	Simulation bandwidth
	10 MHz with 15 kHz subcarrier spacing, 52 PRB

	Tx power
	41 dBm

	UE distribution
	Uniform 20% outdoor (30 km/h), 80% indoor (3 km/h)

	UE antenna configuration
	2 Rx for evaluations with max rank 2,
4 Rx for evaluations with max rank 4,
X-pol slant 0/90 degrees, dH = 0.5 λ

	BS antenna configuration
	16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Traffic model
	FTP 1 with 0.5 Mbytes packet size. 
High traffic load with ~70% resource utilization for evaluations with max rank 2.
Medium traffic load with ~50% resource utilization and low traffic load with ~20% resource utilization for evaluations with max rank 4.

	TRP association
	RSRP based
Handover margin = 0 dB

	Transmission mode
	SU-MIMO for evaluations with max rank 4 and low traffic load;
MU-MIMO with 8 BS layers maximum for other cases; 
Rank adaptation with max rank 2 or 4

	Scheduling
	Proportional Fair

	OLLA
	10% BLER target

	MU-MIMO precoding
	MMSE

	Elevation beamforming
	One vertical beam per TXRU electrically down-tilted to 100 degrees

	UE receiver
	MMSE-IRC

	UE noise figure
	9 dB

	Max number of HARQ transmissions
	4

	Coefficients quantization
	Rel. 15 Type II CSI: 
· QPSK/8-PSK + WB/WB+SB amplitude
Rel. 16 Type II CSI:
· Agreed quantization scheme [4] with 8-PSK phase quantization




Average packet throughput for 20 MHz band

Rel. 15 Type II	419	549	601	679	0	2.5089526242352944	4.368354208205405	7.2770598748059356	No Padding	229	327	351	521	-1.5071494848416966	5.9323764082918506	5.4760986841026815	10.269701398566733	Padding	231	329	353	523	-1.4946822378814617	5.7255210841253845	5.3096022089278883	11.006529062553504	Segmentation	239	339	403	599	-5.109518622282117	3.6579481904058353	4.4215911599229329	11.402625209790095	Type I	33	-15.447342426825772	Overhead [bits]


Performance gain [%]




Cell-edge packet throughput for 20 MHz band

Rel. 15 Type II	419	549	601	679	0	0.87928634963969632	2.3028053392000869	6.490865849425842	No Padding	229	327	351	521	-2.8684076011762483	5.5203292411071025	5.7097941156112109	11.006851643894011	Padding	231	329	353	523	-0.69255864124619926	5.9080920983810348	5.3314761684476464	13.208168997344272	Segmentation	239	339	403	599	-4.4957340355456736	1.0442623600656731	2.6710407617589249	12.778399728471147	Type I	33	-18.9287621848637	Overhead [bits]


Performance gain [%]




Average packet throughput for 50 MHz band

Rel. 15 Type II	531	701	769	871	0	2.7978500681085539	3.6370014447931531	7.6513552551787711	No Padding	287	409	449	667	1.5738437287652562	8.4718177351106547	8.1627744344047404	14.046799095339058	Padding	291	413	453	671	2.3728410643679476	7.9532812641572415	8.7924628651433459	14.267343800305966	Segmentation	335	483	499	743	1.6887168984022871	7.6250532352275746	7.6201827128032473	14.488929910289849	Type I	41	-14.679906916629971	Overhead [bits]


Performance gain [%]




Cell-edge packet throughput for 50 MHz band

Rel. 15 Type II	531	701	769	871	0	3.5188187017860084	3.2864688648279516	11.64251267956149	No Padding	287	409	449	667	-1.1816479350410081	6.7196728456027977	10.433140468402957	21.132833555223705	Padding	291	413	453	671	1.9854006201683649	10.475531513675218	9.5723632784376012	19.382217373544599	Segmentation	335	483	499	743	-4.5829890573925613	8.410521363984703	8.9936313901358922	18.728765976190644	Type I	41	-26.348673900315955	Overhead [bits]


Performance gain [%]




Average packet throughput 

Type I	33	0	Rel. 15 Type II	419	549	601	679	15.451348344649452	17.893132644667276	20.407496193129624	23.857724165287799	p=1/8	121	171	221	4.5378316537418417	11.66865049599215	14.365486516699665	p=1/4	203	301	399	13.32431190436445	20.078361225137662	22.416141072644802	p=1/2	325	495	665	19.716590996873371	25.250480354170591	27.954645440608683	p=3/4	447	689	929	23.392959333866024	28.789463591742436	29.55239758541466	Overhead [bits]


Performance gain [%]




Cell-edge packet throughput 

Type I	33	0	Rel. 15 Type II	419	549	601	679	21.476023913207843	22.428175730000799	24.3911615304214	28.888334194306253	p=1/8	121	171	221	5.6925880378020155	13.546204361939274	16.741389460197432	p=1/4	203	301	399	17.446956661978131	21.879745205665536	26.611151992967685	p=1/2	325	495	665	23.41402825439063	32.612799336945585	36.30617429781617	p=3/4	447	689	929	29.128316201446736	33.319627794417329	36.575866677655888	Overhead [bits]


Performance gain [%]




Average packet throughput

Type I	203	301	495	0	0.99236675227576399	1.4363237347624791	Alt6E	231	331	527	4.7265425010790674	7.9684388264575912	9.4367796866024136	Alt2B	263	363	591	4.7349490803537453	7.8591547314232679	9.4643923652645725	Alt3C	231	331	543	4.8469345044604539	8.1477335679167382	9.6183921471469027	Full	395	591	979	6.1431459265334221	9.6679514800242181	12.205946848177129	Alt0	295	395	639	4.709688226386044	7.7589506343595405	10.143014040185051	Alt2B_2	247	347	559	5.2414935356626335	6.9875656759448068	8.6044111522898703	Overhead [bits]


Performance gain [%}




95% packet throughput

Type I	203	301	495	0	2.4142095749720704	2.4151846411749611	Alt6E	231	331	527	9.2425095689361747	13.010067669492308	17.043420228768746	Alt2B	263	363	591	5.7194297369212777	13.009201017880457	17.062905061472389	Alt3C	231	331	543	9.1921485512337586	13.009201017880457	17.04468644024324	Full	395	591	979	13.008386582850818	20.237200373945651	21.378434589233521	Alt0	295	395	639	9.1895405065909088	13.007469644108793	17.043178416245162	Alt2B_2	247	347	559	9.234629166184849	9.234629166184849	13.01006766942594	Overhead [bits]


Performance gain [%}




Average packet throughput

Type I	203	301	495	0	2.4159819662028736	4.0204522565381318	Alt6E	231	331	527	2.0297275928077063	4.9694608196975132	6.9947580835275858	Alt2B	263	363	591	1.918384413357388	4.8178251562439378	7.6118377738580545	Alt3C	231	331	543	2.0892272185071503	4.7617310682917857	7.0021342629542849	Full	395	591	979	2.4826018527257077	5.3445893381466991	8.4525531779285892	Alt0	295	395	639	1.8953547139977989	5.049044982968498	6.9787807202034369	Alt2B_2	247	347	559	1.9949517716982168	4.506912454321732	7.4553112852320247	Overhead [bits]


Performance gain [%}




95% packet throughput

Type I	203	301	495	0	2.0934583720147337	2.0907827962016512	Alt6E	231	331	527	12.051173511421197	14.854266406334315	15.867427827444857	Alt2B	263	363	591	12.05081269332049	12.053037798280087	17.799585490951131	Alt3C	231	331	543	12.051745558061079	14.854602324211342	14.854030549294595	Full	395	591	979	14.115121920527351	14.852410032115682	20.892423920231629	Alt0	295	395	639	12.05	14.854916090032532	15.632604930479577	Alt2B_2	247	347	559	11.009721979140629	12.049753327902613	15.863024333803066	Overhead [bits]


Performance gain [%}
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