[bookmark: OLE_LINK1][bookmark: OLE_LINK2]3GPP TSG RAN WG1 #97	   			                 R1-1906735
Reno, USA, 13th – 17th May, 2019
Agenda item: 7.2.8.5.
Source: LG Electronics
Title: Evaluation results on overhead reduction with quantization for rank 3 and 4
Document for: Discussion and Decision
1. Introduction
In RAN1#96 and RAN1#96b meeting, following agreement regarding quantization scheme of linear combining coefficient (LCC) for Rel-16 Type II CSI is captured in the chairman’s note as:
Agreement
UE reports the following for the quantization of the non-zero coefficients in 
· A -bit indicator for the strongest coefficient index 
· Strongest coefficient  (hence its amplitude/phase are not reported)
· Two polarization-specific reference amplitudes:
· For the polarization associated with the strongest coefficient , since the reference amplitude = 1, it is not reported
· For the other polarization, reference amplitude is quantized to 4 bits  
· The alphabet is  (-1.5dB step size)
· For : 
· For each polarization, differential amplitudes of the coefficients calculated relative to the associated polarization-specific reference amplitude and quantized to 3 bits 
· The alphabet is  (-3dB step size)
· Note: The final quantized amplitude  is 
· Each phase is quantized to either 8PSK (3-bit) or 16PSK (4-bit) (configurable)
Agreement
On “zero” in the reference amplitude value set, “zero” is removed and the associated code point is designated as “reserved”. 
· Note: “Reserved” implies that the associated code point is not used in reference amplitude reporting or, at least in Rel-16, any other purpose(s)

In this contribution, we provide our evaluation results on overhead reduction scheme for LCC quantization to RI=3-4 and discuss whether or not to support the scheme in Rel-16 Type II CSI.
2. Discussions on LCC quantization to RI=3-4
In order to reduce the overhead for Rel-15 Type II CSI, DFT-based compression framework has been agreed for Rel-16 Type II CSI and the precoder for a layer is given by size-matrix

where,  is the size of frequency domain, is size-matrix,  is the number of combining beams and  is the number of columns in. For RI=1 and 2, independent FD basis selection and quantization has been agreed in RAN1#96. 
In this section, based on above agreements in RAN1#96b, we further discuss on a quantization method for higher rank extension RI=3 and 4 in the consideration that the amount of total overhead should be at least comparable to that of RI=2.
In Rel-16 Type II CSI, the total payload is affected by the number of combining beams, quantization level for combining coefficients, and the size of compression unit, etc. To ensure the performance, it is agreed that  should be applied with a layer-independent manner, hence most of CSI feedback payload comes from reporting it. Then, the number of non-zero coefficients (i.e., KNZ,i, i∈{1, 2, …, RI}) per layer has been adopted to reduce the payload related to  on RI=3-4 extension.
A. Adjustment of different quantization level to RI=3-4
Note that, based on the NNZC indication, controlling a quantization level among layer-/layer-group has a potential advantage in a perspective of average UPT-overhead trade-off. The motivation is that the channel quality among layers is much affected by eigenvalues of the channel which are different in general, and the channel can be expressed as a linear combination of eigenvectors and their corresponding eigenvalues. It can give the criterion for determining dominant channel directions, and the loss of the channel accuracy may not be so large when the combining coefficients corresponding to the dominant layer (e.g. layer 0) adopt higher quantization level compared to those of other layers. 
This tendency can be shown in the following figure. Note that Table 1 presents the quantization level and the corresponding alphabet subset selection for each scheme. Here, it is assumed that for phase-bit set to {2, 3, 4}, the quantization is mapped with {4, 8, 16}-PSK. Also, when the number of amplitude-bit is less than 3 for differential amplitude, the amplitude subset can be organized with the following methods:
· ‘Seq.’ method: it selects the alphabets sequentially corresponding bits, e.g.,
· For 2-bit (4 alphabets): 
· For 1-bit (2 alphabets): 
· ‘Uni.’ method: it selects the alphabets uniformly corresponding bits, e.g.,
· For 2-bit (4 alphabets): 
· For 1-bit (2 alphabets): 

	Scheme
	Subset method
	# of amplitude bits
	# of phase bits

	
	
	Layer 0
	Layer 1
	Layer 2
	Layer 3
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	Conventional
	-
	3
	4

	Phase 1
	-
	3
	4
	3
	2

	Phase 2
	-
	3
	3

	Amp 1
	‘Seq.’
	3
	2
	1
	4

	Amp 2
	‘Uni.’
	3
	2
	1
	4

	Amp 3 
	‘Uni.’
	3
	2
	4

	Combined
	‘Uni.’
	3
	2
	3


Table 1. List of quantization level and amplitude alphabet subset for each quantization scheme
B. Simulation results
Figure 1 provides the average UPT performance comparison for max layer 4 per UE utilizing different quantization level for each layer as listed in Table 1. In this plot, we observe that layer-specific quantization for amplitude has a lot of impact on the performance compared to that for phase (Amp1 vs. Phase1). Regarding to the amplitude subset, it is preferred to select the alphabets corresponding to the quantization bits uniformly to guarantee the UPT performance (Amp1 vs. Amp2). Most of all, compared to the conventional approach, proposed quantization scheme ‘Combined’ to RI=3-4 shows significant overhead reduction with 16%p with less performance loss. Note that this scheme adopts different quantization level for amplitude and phase by exploiting the benefits on both Amp3 and Phase2, respectively.
[image: ]
Figure 1. Average UPT vs. overhead trade-off for various quantization level on amplitude and phase

Observation 1. Layer-specific quantization for amplitude is more sensitive on the performance compared to that for phase. 
Observation 2. For designing amplitude subset to guarantee the UPT performance, alphabets in differential amplitude should be selected uniformly.
Observation 3. For average performance-overhead trade-off, proposed quantization scheme shows significant overhead reduction (16%) with less performance loss (5%) by exploiting different quantization level for amplitude and phase at the same time.



3. Conclusion
In this contribution, we discuss the overhead reduction with quantization to RI=3-4 for Rel-16 Type II CSI enhancement in order to efficiently support MU-MIMO. Based on the discussion above, we have following observations as: 

Observation 1. Layer-specific quantization for amplitude is more sensitive on the performance compared to that for phase. 
Observation 2. For designing amplitude subset to guarantee the UPT performance, alphabets in differential amplitude should be selected uniformly.
Observation 3. For average performance-overhead trade-off, proposed quantization scheme shows significant overhead reduction (16%) with less performance loss (5%) by exploiting different quantization level for amplitude and phase at the same time.
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Annex
Table A-1. Simulation assumptions 
	Parameters
	Value

	Scenarios 
	Dense Urban (4GHz with 15kHz SCS), ISD=200m

	BS Tx Power
	41 dBm 

	BS antenna configurations 
(M,N,P,Mg,Ng,Mp,Np)
	Dense Urban: 16ports=(8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
32ports=(8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	MS antenna configurations 
	2 Rx/4 Rx X-pol (0/+90), 

	Etilt angle 
	102 degree 

	System bandwidth 
	10MHz (52RBs), SB size = 4RBs 

	UE attachment 
	Based on RSRP 

	Duplex
	FDD

	UE speed
	3km/h for indoor, 30km/h for outdoor 

	Traffic model 
	FTP Model 1 with packet size 0.5 Mbytes (medium ~50% RU)

	Receiver
	Non-ideal channel estimation and interference modeling
LMMSE-IRC receiver

	Hybrid ARQ 
	Maximum 4 transmissions 

	Feedback
	CQI, PMI and RI reporting triggered per 5ms
Feedback delay is 5 ms

	Transmission scheme
	MU-MIMO with rank adaptation 

	Wrapping method
	Geographical distance based

	Metrics
	Average UE throughput, 5% UE throughput vs. feedback overhead

	Overhead
	PDCCH (2 symbols), TRS (20ms period), DMRS Type 2, NZP CSI-RS for CM, ZP CSI-RS (4Port) for IM, 1 SSB / 20ms
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