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Background
In RAN-P #81, the work item on multi-RAT dual-connectivity and carrier aggregation enhancements was approved. One of the objectives of this work item is to devise schemes for allowing cross-carrier scheduling with different numerologies as follows:
· Cross-carrier scheduling with different numerologies on the scheduling and scheduled carriers [RAN1, RAN2, RAN4]
· This objective applies to CA only.
· Target completion by RAN#84.
In RAN1 AH1901, the following conclusions regarding cross-carrier scheduling with different numerologies were made:
Conclusion:
All the following 4 cases can be considered further, while there was yet no consensus if all the cases will be eventually specified. To be discussed further after work on solutions has progressed.
1. Support scheduling cell of lower SCS and scheduled cell of higher SCS downlink
2. Support scheduling cell of lower SCS and scheduled cell of higher SCS uplink
3. Support scheduling cell of higher SCS and scheduled cell of lower SCS downlink
4. Support scheduling cell of higher SCS and scheduled cell of lower SCS uplink
Conclusion:
Study further at least the following:
· Determine the first possible PDSCH starting point based on the timing of the last or first symbol of the scheduling PDCCH.
· Both Type A and Type B PDSCH allocation should be considered
· Consider a possibility for introducing a single solution for Type A and Type B PDSCH allocation
· PDCCH position cases 1-1, 1-2 and 2 should all be considered
In RAN1 #96, the following agreements were made:
Agreements:
· At least for the case of lower SCS PDCCH scheduling a higher SCS PDSCH the earliest possible starting point for the PDSCH is defined by the end of the PDCCH + 
·  >0. Detailed value(s) FFS
· FFS other factor(s) impacting 
Agreements:
· The limit of BDs/CCEs (per slot in the scheduling CC) for the scheduled CC is determined based on the numerology of the scheduling CC.
· Change the definition of to “the number of configured DL-CCs whose scheduling cell is with active DL BWP having SCS configuration ” as in Section 10.1 of 38.213
In RAN1 #96bis, the following agreements and conclusion were made:
Agreements:
· For case 1-1 scheduling (PDCCH in the beginning of the slot), when a lower SCS PDCCH schedules a higher SCS PDSCH:
· The  is determined a number of symbols based on PDCCH SCS counting from the end of the last symbol of the received PDCCH symbol to the beginning of the first symbol of the corresponding received PDSCH, quantized (using the granularity of PDSCH slot duration) to the next PDSCH slot boundary
Agreements:
Regarding PDSCH-to-HARQ-ACK minimum allowed timing under cross-carrier scheduling with different numerologies:
· Use the Rel-15 specification without changes 
Agreements:
Regarding PDCCH-to-PUSCH minimum allowed timing under cross-carrier scheduling with different numerologies:
· Use the Rel-15 specification without changes 
Conclusion:
· The PDCCH monitoring occasion determination is based on the numerology of scheduling cell in cross-carrier scheduling with different numerologies
· No spec change is intended
The remaining issues for cross-carrier scheduling for different numerologies will be discussed in this contribution.
Discussion
∆ for a Lower SCS PDCCH Scheduling a Higher SCS PDSCH
In our contribution submitted to RAN1-96, detailed analysis on the timeline and buffering requirement was done and it is presented in the Appendix section in this contribution. In last meeting, it was agreed that a positive time gap is needed for the case of cross-carrier scheduling with a lower SCS PDCCH scheduling a higher SCS PDSCH and the time gap is quantized to the next PDSCH slot boundary.
	CC1: 15kHz, CC2: 30kHz





Before RAN1-96b, there were two types of proposals about the determination of  
· UE indicates to the gNB the set of supported  based on capability signalling
·  is defined for the worst-case scenario across the PDSCH SCS and for different UE implementations.
Value of  depends on multiple factors which are heavily influenced by UE implementation. Therefore, it is preferable to support determination of  values based on UE capability report. Based on this, we proposed in our RAN1#96bis contribution [3] that for the case of a lower SCS PDCCH scheduling a higher SCS PDSCH, UE indicates to the gNB the set of  values based on capability signaling. Besides, the minimum  should be related to SCS of the scheduling carrier and SCS of the scheduled carrier. Therefore, each set contains the  values for all valid combinations of the scheduling carrier SCS and the scheduled carrier SCS. 
In RAN1-96#bis, it was decided to take the approach based on the second bullet above as the baseline solution and the optimization of  can be left for further study on UE capability report. The final  value is to be down-selected from the following table for each PDCCH SCS. 
Table 1:  (at least) for lower SCS PDCCH scheduling a higher SCS PDSCH
	PDCCH SCS
	15 kHz
	30 kHz
	60 kHz

	 [PDCCH symbols]
	[2-4] symbols
	[4] symbols
	[6-8] symbols


Since the goal is not to define the ultimately optimal  but to define a worst-case value to cover different UE implementations and across SCS of the scheduled carrier, we find it necessary to choose the largest value for each column in the table above, i.e., 4 symbols for PDCCH SCS=15kHz, 4 symbols for PDCCH SCS=30kHz and 8 symbols for PDCCH SCS=60kHz. 
[bookmark: p1]Proposal 1: For PDCCH monitoring Case 1-1, for the case of a lower SCS PDCCH scheduling a higher SCS PDSCH,  values are defined by
	PDCCH SCS
	15 kHz
	30 kHz
	60 kHz

	 [PDCCH symbols]
	4 symbols
	4 symbols
	8 symbols


Case 1-1, Case 1-2 and Case 2 PDCCH monitoring result in different scheduling timing relationship in a slot granularity. Even for the case of only a single monitoring occasion, in terms of UE implementation, Case 1-2 PDCCH monitoring or Case 2 PDCCH monitoring may not be as simple as a symbol-shifted version of Case 1-1 PDCCH monitoring. Therefore, separate sets of  values should be defined for Case 1-1, Case 1-2 and Case 2. However, if  for Case 1-1 is large enough, we can also use the same  for Case 1-2 and Case 2.
[bookmark: p2]Proposal 2: For the case of a lower SCS PDCCH scheduling a higher SCS PDSCH, different sets of  values should be separately defined for PDCCH monitoring Case 1-1, Case 1-2 and Case 2. Alternatively, a worst case set of  values should be defined that work across all the supported PDCCH monitoring cases.
Another issue with the lower SCS PDCCH scheduling the higher SCS PDSCH case is that network may transmit DCIs for all slots of the scheduled cell in the same set of symbols in the scheduling cell. When network does this, the transmission and decoding of these DCIs may not occur in the increasing order of the slot index of the scheduled cell. I.e., a DCI for a later slot of the scheduled cell may be decoded before the DCI for an early slot of the scheduled cell. In the worst-case scenario, the UE may decode a DCI for the last slot (e.g., slot 7 in the figure) after all DCIs for the other slots are decoded. This may result in very large delay for the UE to process the first slot and incurs additional UE complexity to handle the unfortunate worst case.
One way to avoid such a problem is to distribute DCIs for slots of the scheduled cell into multiple control regions in time (as shown in the bottom figure below) and set a maximum number of DCIs to be decoded in each region. In UE capability discussion, we have defined the concept of “span” as a number of up to 3 contiguous symbols for PDCCH monitoring. We can borrow this concept for the solution of the problem. If network wants to transmit a number of DCIs larger than the maximum number, it can distribute the DCIs in different spans.
[bookmark: p3]Proposal 3: For the case of a lower SCS PDCCH scheduling a higher SCS PDSCH, define the maximum number of DCIs that the UE is expected to decode in each span of PDCCH symbols.
	CA with a lower SCS PDCCH scheduling a higher SCS PDSCH







∆ a for Higher SCS PDCCH Scheduling a Lower SCS PDSCH
For the case of a higher SCS PDCCH scheduling a lower SCS PDSCH, the following alternatives are identified in RAN1#96bis
· Alt1: Reuse Rel-15 specification without modifications
· Alt2: Use the same definition as with low-to-high scheduling
· Alt3: Other solutions
Alt 1 is a simple solution, but it does not consider the extra UE timeline overhead due to mixed numerology operation. Alt2 is inefficient if quantization is performed based on slot duration of the scheduled cell which is larger than slot duration of the scheduling cell. Therefore, we propose to adopt Alt2 without quantization as a compromise between Alt1 and Alt2.
[bookmark: p4]Proposal 4: For the case of a higher SCS PDCCH scheduling a lower SCS PDSCH, use the same approach without quantization to define  as that of the case of a lower SCS PDCCH scheduling a higher SCS PDSCH.
For the case of a higher SCS PDCCH scheduling a lower SCS PDSCH, a slot on the scheduled carrier overlaps with multiple slots on the scheduling carrier. As shown by the following figure examples, PDCCH monitoring Case 1-1 in multiple slots on the scheduling carrier has the same effect as PDCCH monitoring Case 2 with self-scheduling. It is not apparent that there is major benefit to allow configuration of PDCCH monitoring Case 2 for the case of higher SCS PDCCH scheduling lower SCS PDSCH, because most of the flexibility can be already achieved with just PDCCH monitoring Case 1-1.
[bookmark: o1]Observation 1: For the case of a higher SCS PDCCH scheduling a lower SCS PDSCH, PDCCH monitoring Case 1-1 in the scheduling cell for cross-carrier scheduling has similar effects as PDCCH monitoring Case 2 for self-scheduling. In this case, supporting PDCCH monitoring Case 2 does not have much extra benefit.
Based on this observation, we propose 
[bookmark: p5]Proposal 5: For the case of a higher SCS PDCCH scheduling a lower SCS PDSCH, Case-2 PDCCH monitoring by the UE is not supported.
	Cross-carrier scheduling with PDCCH monitoring Case 1-1


Self-scheduling with PDCCH monitoring Case 2

  



Number of Valid DCI Capability
For the case of a lower SCS carrier scheduling a higher SCS carrier, the following alternatives were identified in RAN1#96bis 
· Alt 1: Single-slot scheduling with increased number of valid unicast DCIs per PDCCH monitoring occasion
· FFS: number of valid DCIs
· Alt 2: Single-slot scheduling and capability FG 3-5/3-5b
· Note: When deriving the number of scheduling opportunities based on the number of slots in the scheduled cell overlapping one scheduling cell slot.
· Alt 3: Multi-slot scheduling with different TB per slot  
· Alt 4: Multi-slot scheduling with one TB across multiple slots 
Alt 3 and Alt 4 propose to use a single DCI transmitted in the scheduling cell to carry the scheduling information for PDSCH in multiple slots of the scheduled cell. The difference between Alt 3 and Alt 4 is whether data in the multiple slots belong to a single TB or multiple TBs each in a slot of the scheduled cell. Although the basic idea of multi-slot scheduling sounds reasonable, a major design like this always result in numerous corner case issues that could be difficult to predict. Given that there is only one meeting left to finalize cross carrier scheduling with different numerologies, we prefer to choose a solution that is well based on existing design and do not bring in critical changes to existing DL scheduling mechanism. 
To this end, we support Alt 1 and Alt 2 as they are at most related to the UE capability discussion but will not bring in changes to the RAN1 spec. Both of them try to determine a number of valid unicast DCIs per PDCCH slot of the scheduling cell that is larger than the number of unicast DCIs per PDSCH slot of the scheduled cell in the self-scheduling case. Besides, Alt 2 can be considered as a special case of Alt 1. Therefore, we think the final solution can be further discussed based on Alt 1.
[bookmark: p6]Proposal 6: For the case of a lower SCS PDCCH scheduling a higher SCS PDSCH, define a number of valid unicast DCIs for the scheduled cell per PDCCH slot that is larger than the number of unicast DCIs per PDSCH slot.
QCL Assumptions under Cross-Carrier Scheduling
In R15 for cross-carrier scheduling of FR2 via FR1, it has been agreed that the TCI state should be indicated in the DCI and the offset should be larger than a threshold. This leads to scheduling restrictions at gNB and increased latency, as for this case the PDSCH in FR2 should be always scheduled with an offset larger than a threshold. In R16 this operation can be enhanced by allowing for cross-carrier scheduling with offset less than a threshold for the FR1-FR2 case. This requires specification of a rule for determining the default beam for PDSCH reception. 
In RAN1-96bis, two alternative solutions were discussed for cross-carrier scheduling if the scheduling timing offset is smaller than the threshold or if Tci-PresentInDCI is not enabled for DCI format 1_1
· Alt1: QCL assumption for the scheduled PDSCH is based on the TCI state with the lowest ID applicable to PDSCH in the active BWP of the scheduled cell.
· Alt2: QCL assumption for the scheduled PDSCH is based on a TCI-state explicitly configured for this purpose
The two alternatives provide potential directions for further discussion. For both of them, details need to be provided for a complete solution.
For Alt1, the remaining question is what is the pool of TCI states in which the lowest ID TCI state is defined. There can be two options
· Opt1: The pool is the set of TCI states configured by RRC for the scheduled PDSCH in the active BWP of the scheduled cell for regular QCL-TypeD determination
· Opt2: The pool is the set of TCI states that is activated by MAC-CE. I.e., RRC first configures a set of TCI states, then MAC-CE activates a subset of the RRC configured TCI states
Option 1 is simple, but it requires network to dynamically reconfigure the RRC TCI-state pool if the UE moves out of the coverage of the old beam and the RRC reconfiguration is slow. Option 2 allows network to more quickly switch the default QCL-TypeD. However, when the default QCL-TypeD becomes outdated, network still needs to send another MAC-CE command to provide a new default QCL-TypeD to the UE. In general, Alt1 requires consistent network involvement to update the default QCL-TypeD to avoid the UE stuck in a weak beam if channel condition has changed.
For Alt1, there can be two options to make it a complete solution
· Opt1: define a new RRC parameter, a new MAC-CE command or a new DCI to configure a single TCI-state to provide the default QCL-TypeD for the PDSCH in the scheduled cell
· Opt2: define dummy CORESET(s) and associated search space set(s) in the scheduled cell
Because existing RRC, MAC CE and DCI configuration is used to indicate the regular QCL-TypeD, if network wants to directly configure the default QCL-TypeD through RRC, MAC-CE or DCI, a new RRC parameter, MAC-CE command or DCI format must be defined. Signalling change may be acceptable for this feature, but it should be discussed whether the change is really necessary.
The default rule for same carrier scheduling is a function of the TCI states used to monitor CORESETs. For cross-carrier scheduled case we can follow this rule if CORESETs and associated search space sets are defined in the scheduled cell. Same as the same carrier scheduling case, the default beam can be based on the TCI state associated with the CORESET in slots where the associated search space sets are configured. Since PDCCH monitoring for the scheduled cell in cross-carrier scheduling does not rely on a CORESET configured in the scheduled cell, the CORESET is essentially a dummy CORESET. However, a search space set configured in the scheduled cell can be used for PDCCH monitoring for the scheduled cell if it has the same ID as a search space set configured in the scheduling cell. Therefore, the search space set configured in the scheduled cell may not necessarily be dummy.
In comparison to the other options under Alt1 and Alt2, the dummy CORESET solution clearly has the following advantages
· No RRC, MAC-CE, or DCI change is needed for the determination of the default QCL-TypeD for cross-carrier scheduling
· By configuring multiple dummy CORESETs in alternating slots in the scheduled cell, network can prevent the UE from being stuck in a weak beam when the channel condition has changed even without network involvement. Therefore, this approach is more robust.
· The determination of the default QCL-TypeD for cross-carrier scheduling follows the same rule as a single carrier or self-scheduling case which is already well defined in the spec
[bookmark: p7]Proposal 7: For the case where SCC in FR2 is cross carrier scheduled via DCI from a different carrier, dummy CORESET(s) can be configured in the SCC. If the offset between the reception of the DL DCI corresponding to the cross-carrier scheduled PDSCH is less than a threshold, the UE may assume the default beam for PDSCH reception is associated with the TCI state associated with the dummy CORESET(s) in slots where the associated search space sets are configured in the scheduled cell.

[bookmark: _Toc503314554][bookmark: _Toc503531337]Conclusion
The following observations and proposals have been made on issues for cross-carrier scheduling with different numerologies:
Observation 1: For the case of a higher SCS PDCCH scheduling a lower SCS PDSCH, PDCCH monitoring Case 1-1 in the scheduling cell for cross-carrier scheduling has similar effects as PDCCH monitoring Case 2 for self-scheduling. In this case, supporting PDCCH monitoring Case 2 does not have much extra benefit.
Proposal 1: For PDCCH monitoring Case 1-1, for the case of a lower SCS PDCCH scheduling a higher SCS PDSCH,  values are defined by
	[bookmark: _GoBack]PDCCH SCS
	15 kHz
	30 kHz
	60 kHz

	 [PDCCH symbols]
	4 symbols
	4 symbols
	8 symbols


Proposal 2: For the case of a lower SCS PDCCH scheduling a higher SCS PDSCH, different sets of  values should be separately defined for PDCCH monitoring Case 1-1, Case 1-2 and Case 2. Alternatively, a worst case set of  values should be defined that work across all the supported PDCCH monitoring cases.
Proposal 3: For the case of a lower SCS PDCCH scheduling a higher SCS PDSCH, define the maximum number of DCIs that the UE is expected to decode in each span of PDCCH symbols.
Proposal 4: For the case of a higher SCS PDCCH scheduling a lower SCS PDSCH, use the same approach without quantization to define  as that of the case of a lower SCS PDCCH scheduling a higher SCS PDSCH.
Proposal 5: For the case of a higher SCS PDCCH scheduling a lower SCS PDSCH, Case-2 PDCCH monitoring by the UE is not supported.
Proposal 6: For the case of a lower SCS PDCCH scheduling a higher SCS PDSCH, define a number of valid unicast DCIs for the scheduled cell per PDCCH slot that is larger than the number of unicast DCIs per PDSCH slot.
Proposal 7: For the case where SCC in FR2 is cross carrier scheduled via DCI from a different carrier, dummy CORESET(s) can be configured in the SCC. If the offset between the reception of the DL DCI corresponding to the cross-carrier scheduled PDSCH is less than a threshold, the UE may assume the default beam for PDSCH reception is associated with the TCI state associated with the dummy CORESET(s) in slots where the associated search space sets are configured in the scheduled cell.
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Appendix
Detailed buffering requirement and timeline analysis
(This section is resubmission from the contribution R1-1903026 for last meeting)
For the scenario in which a carrier with smaller SCS schedules another carrier with larger SCS, it has been shown that if no additional scheduling offset (for PDSCH relative to PDCCH) is put in place, extra buffering would be required. It is common understanding that the scheduling offset can be defined such that the buffering requirement would not exceed the self-scheduling case. In the strictest form, such scheduling offset requirement can be expressed in symbol-level granularity. In this section, detailed timeline analysis and buffering requirement analysis are shown, to help us understand the factors impacting the timeline, buffering requirement, and the required scheduling offset to maintain the same buffering requirement on the UE.
More specifically, assume certain amount of memory is already provisioned for self-scheduling for certain number of PDCCH symbols and PDCCH processing delay (i.e. the self-scheduling baseline), to support cross-carrier scheduling without extra memory requirement, the required scheduling offset, as defined in terms of the time offset between the earliest starting point for PDSCH and the end of the last PDCCH symbol, can be determined based on the following factors:
· Difference in the end of last PDCCH symbol between the self-scheduling baseline and the cross-carrier scheduling case
· Difference in PDCCH processing time between the self-scheduling baseline and the cross-carrier scheduling case
· Whether memory is provisioned for the full BW in the symbols where PDSCH and PDCCH are frequency-multiplexed for the self-scheduling baseline
· Any other timing difference not already accounted for in the above (e.g. carrier timing difference such that the scheduling carrier is delayed w.r.t. to the scheduled carrier)

It would help the discussion to look at an example illustrated below. The self-scheduling baseline has the following timeline and buffering characteristics:


Above can be easily extended to Type B PDSCH allocation, for which PDSCH has to start after the end of the PDCCH. This means there is no frequency-multiplexing of PDSCH and its associated PDCCH. Above discussion is also not limited to PDCCH position Case 1 and is generally applicable to Case 1-2, and Case 2 as well.
The earliest starting point of PDSCH, with respect to the end of the last PDCCH symbol on the scheduling carrier, can be calculated based on the following expression:
T_earliest_PDSCH = T1+T2+T3+T4
Where
	Time
component
	Description
	Value (in number of slots)  for above example

	T1
	The timing offset from the end of the last PDCCH symbol for the self-scheduling baseline to the earliest starting point of PDSCH
For Type B PDSCH allocation, T1 = 0
	-2

	T2
	Incremental PDCCH processing delay (for cross-carrier scheduling compared to self-scheduling)
	1

	T3
	Number of symbols to skip due to memory constraints (e.g. memory is not provisioned for the full PDSCH BW for the self-scheduling baseline for the symbols where PDCCH and PDSCH multiplex)
Typically, for Type A PDSCH allocation, T1+T3 = 0
For Type B PDSCH allocation, T3 = 0, and T1+T3 = 0
	2

	T4
	Any other timing difference / time margin
(time margin can be due to UE implementation)
	0



Even for Type A PDSCH allocation, the memory provisioned for the N symbols where PDCCH and PDSCH potentially frequency-multiplex for the self-scheduling baseline may not be capable to support the full buffering of N PDSCH-only symbols for the cross-carrier scheduling case. As a result, it is practical to assume the earliest starting point of PDSCH should be later than the end of the last PDCCH symbol.
With the above assumption, T1 is always equal to T3, and if we assume T4=0, the required scheduling offset is simply T2. Practically, a time margin should be added to account for other implementation imperfections.
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