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Introduction
At RAN1#96b meeting, agreements were reached on extending rank 1,2 DFT-based Type II CSI to RI = 3,4,  UCI parameters, and frequency basis selection.  This contribution addresses remaining issues on these topics.  For extension to RI = 3,4, we give our view on (L,p) parameters and maximum number of coefficients per layer. Alternatives for UCI signaling of the number of non-zero coefficients (NZC), strongest coefficient indicators (SCI), coefficient bitmaps, and FD bases selection are also discussed.
Rank 3,4
[bookmark: _Ref7811821][bookmark: _GoBack](L,p) parameter settings 
At RAN1#96b, SD basis subset selection was agreed to be layer-common. In addition three alternatives for higher-layer parameters L  and p were selected for further study.
Agreement
 On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: 
· Alt2B, Alt3C, Alt6E (see Table 9 from R1-1905629)




The configuration of the parameter p in these three alternatives are shown in Table 1 and can be summarized as follows:
· Alternative 2B: RI-common for RI∈{1,2,3,4}, layer-group specific
· Alternative 3C: RI-common for RI, layer common
· Alternative 6E: RI-specific for RI∈{3,4}, layer-specific
System level simulations were performed according to the three configurations of Mi  and coefficient allocations,  shown in Table 2. The gNB/UE antenna configuration was 32X4, the bandwidth 10 MHz, and an FTP traffic model with 500 kB file size was used. The arrival rate of the packets was chosen to give a resource utilization of approximately 20%. Additional simulation assumptions are given in the Appendix. The resulting maximum rank 4 overhead, average throughput, and cell edge throughput are given in Table 3.  While the average cell and edge performance are very similar for all alternatives, Alt2B requires nearly 100 bits additional maximum overhead compare to 3C and 6E.  
Alt2B requires nearly 100 bits additional rank 4 overhead compared to 3C and 6E for the same average user packet throughput and cell edge throughput.
Another consideration is the fewer parameters required by Alt2B and Alt3C compared to Alt6E, 3 compared to 9. The number of parameters for Alt6E could be reduced by making p layer-group specific instead of layer-specific. Similarly, the number of parameters could be reduced by having the eight values of p be a function of a smaller number of parameters, e.g. one parameter for each RI.
From an implementation perspective, the RI common property is useful in that once FD basis selection is performed for layer i of RI = r, the same basis can be used for layer i of RI = r + 1.  Here Alt2B has the advantage since this property is true for all RI. For Alt3C the property is true for RI = 1 and i = 0 and also for RI = 3 and i = 2.  For Alt6E the property is only true for RI = 1 and i = 0.
Based on Alt3C’s performance advantage over 2B and its reduced complexity relative to Alt6E we propose that Alt3C be adopted for (L, p) parameters. A second preference is Alt6E with layer-group specific parameters.
Adopt Alt3C for (L, p) parameters. A second preference is Alt6E with layer-group specific parameters.

[bookmark: _Ref7709906]Table 1: Alternatives for (L,p) parameters
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[bookmark: _Ref7710432]Table 2: Number of FD basis, percentage of coefficients allocated out of 2LMi, and number of coefficients, all per layer
	RI
	L
	M1
	M2
	M3
	M4
	β1
	β2
	β3
	β4
	K0

	Alt2B

	1
	4
	7
	
	
	
	0.5
	0
	0
	0
	28

	2
	
	7
	7
	
	
	0.5
	0.5
	0
	0
	56

	3
	
	7
	7
	4
	
	0.38
	0.38
	0.37
	0
	56

	4
	
	7
	7
	4
	4
	0.31
	0.31
	0.31
	0.31
	56

	Alt3C

	1
	4
	7
	
	
	
	0.5
	0
	0
	0
	28

	2
	
	7
	7
	
	
	0.5
	0.5
	0
	0
	56

	3
	
	4
	4
	4
	
	0.57
	0.57
	0.56
	0
	56

	4
	
	4
	4
	4
	4
	0.44
	0.44
	0.44
	0.44
	56

	Alt6E

	1
	4
	7
	
	
	
	0.5
	0
	0
	0
	28

	2
	
	7
	7
	
	
	0.5
	0.5
	0
	0
	56

	3
	
	5
	5
	4
	
	0.5
	0.5
	0.5
	0
	56

	4
	
	4
	4
	3
	3
	0.5
	0.5
	0.5
	0.5
	56



[bookmark: _Ref7710519]Table 3: Performance comparison of (L,p) configurations
	Scheme
	Maximum Rank 4 Overhead (bits)
	Average Cell Throughput (Mbps)
	Edge throughput (Mbps)

	Alt2B
	689
	50.3
	22.78

	Alt3C
	591
	50.41
	22.75

	Alt6E
	589
	50.40
	22.78




Maximum number of non-zero coefficients per layer 
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 
· Ahmed to come up with text for why we prefer Alt1.


The discrepancy between Alt0 and Alt1 appears under the following setup,  
,
i.e., the number of non-zero coefficients in one layer j exceeds the aggregate number of coefficients across all other layers, which is only valid for Alt0. For  this setup obviously degrades the performance of layers 0 to j-1, leading to high inter-layer interference and mismatch to the eigenvectors of these layers due to the low resolution of the precoder. For the case where j=0, the resolution of layer 0 is significantly higher than other layers, leading to a larger fraction of rank 1 transmissions (our results show that more than 98% of UEs with R16 Type-II precoding have RI>1 under equal coefficient allocation per layer), and hence only improving the power gain for layer 0 at the expense of multiplexing gain under multiple-layer transmission. For these reasons the likelihood of a UE to allocate more than half its coefficients to one layer is low. On the other hand, Alt1 allows reduced bit widths for alternatives 1.2 of NZC and 3.1 for SCI.
Adopt Alt1 for the maximum number of non-zero coefficients per layer

UCI Parameters
Indication of non-zero coefficients
The #NZC indicates the number of non-zero coefficients in UCI part 2. Its value can range up to K0 for RI = 1and up to 2K0 for RI = 2-4. At RAN1#96b, the following alternatives were agreed.Agreement
The scheme for indicating the number of NZ coefficients (NZC) will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt1.1: RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}
· Alt1.3: RI + differential of # NZC summed across layers 
· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)
· Alt1.4: RI + per-layer differential # NZC 
· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)



The alternatives can be divided into two approaches, those that include RI plus an indication of the total# NZC across layers (Alt1.1, Alt1.3) vs. those that indicate a per-layer #NZC without RI (Alt1.2, Alt1.4).  The former approach requires less UCI part 1 overhead,  +2 compared to 4.  A comparison of overhead for Alt1.1 and Alt1.2 is shown in Error! Reference source not found. for a typical  configuration and a maximum overhead configuration of .  
[image: ]
Table 4: Comparison of  Alt1.1 and Alt1.2  #NNZ overhead  in bits for a typical and maximum overhead configuration.

The difference between the alternatives is seen to be between 12 and 18 bits.
Alt1.2 requires between 12 and 18 bits more UCI Type I overhead than Alt1.1.
Alt1.3 and Alt1.4 propose indicating a fraction of 2K0 thereby reducing UCI part 1 overhead.  The #NZC are therefore quantized to increments greater than one. While this reduces the UCI part 1 overhead, it increases the coefficient overhead in UCI part 2 when the #NNZ does not fall on a quantized value thereby requiring inclusion of some number of zero “padding” coefficients. 
The differential schemes of Alt1.3 and 1.4 may require padding of zero coefficients to fit a quantized #NNZ indicator.
In addition quantization of #NZC limits the UE’s flexibility in rank indication even when the payloads under different RIs differ by only a few number of coefficients.  This loss of flexibility can be illustrated with the following example.
Assume precoder design A with a total of K1 #NZC with 6 quantization bits each (3 bits amp/phase) with Rank 2, where Alt3C with (L, MLG1, MLG2)=(4,4,3), Alt2.1, Alt3.4 and Alt5.1 are adopted for (L,p) setup, Bitmap design, SCI and FD basis selection, respectively. It can be shown that precoder design B with Rank 3 and a total of K1-3 #NZC has the same total overhead, and hence under unit increments for #NZC the UE can select between precoder designs A and B, allowing for design flexibility at UE based on the channel conditions as well as rank restriction. Obviously, such design flexibility would not be available under Alt1.3 (unless the increment with Alt1.3 happens to be ≤3), resulting in further precoding design limitation at UE. 
The differential schemes of Alt1.3 and Alt1.4 require less overhead but also limit the flexibility in assigning precoders and ranks.
In light of the additional overhead of Alt1.1 and the reduced flexibility of Alt1.3/Alt1.4, our preference is Alt1.1.
Adopt Alt1.1 for indication of #NZC

Bitmap Design
The following agreement was reached in RAN1 #96bis regarding the bitmap design.

Agreement
For RI=3-4, the bitmap design will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt2.1: 2LMi bits per layer, i=0, 1, …, (RI-1)
· Alt2.2: One joint bitmap 1 for all layers, where an indicator bit is 1 if at least one of the RI layers has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)   
· Alt2.2B: Bitmaps 1 for each layer, where an indicator bit is 1 if at least one of the RI beams has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)
· Alt2.3: LMi bits for the layer in which the weaker polarization is dropped (else 2LMi bits) + up to 4-bit bitmap to indicate the layer where the weaker polarization is dropped (UCI part 1); i=0, 1, …, (RI-1) 


Since the zero value for the reference amplitude of the weaker polarization has been discarded, Alt2.3 is no longer valid. We therefore compare Alt2.1, Alt2.2 and Alt2.2B, where Alt3C for (L,p) parameter setting is adopted with M taking on one of the values {2,3,4} at RI=3-4 and β=1/4. The outline of Alt2.2B can be found in [3]. Simulation results show that Alt2.2B achieves ~6%-24% reduction in average bitmap overhead bits, compared with Alt2.1 while achieving the same throughput, as shown in in Figure 1. The improvement in overhead reduction for both Alt2.2 and Alt2.2B has been observed for bitmaps with low density, i.e., small β, whereas at high bitmap density both approaches do not maintain the same improvement in overhead reduction.
Alt2.2 and Alt2.2B achieve overhead reductions at low bitmap densities.
Due to the reduced average overhead, we propose to adopt Alt2.2B for bitmap design.
Support Alt2.2B for bitmap design

[image: ]
[bookmark: _Ref7804476]Figure 1: Coefficient bitmap overhead for (L,p) setting Alt3C at RI=3-4, β=1/4

Strongest Coefficient Indicator
The following set of alternatives were agreed at RAN1#96b. The first three options indicate the index of the maximum coefficient within a list of ordered layer’s coefficients while in Alt3.4, a layer’s coefficients are assumed to be ordered such that the strongest coefficient occurs at a predetermined index, e.g. the first element in the layer’s list. Agreement
For RI=1, strongest coefficient indicator (SCI) is a [image: ]-bit indicator. For RI>1, SCI design will be chosen from the following alternatives in RAN1#97 (Reno):  
· Alt3.1 (applicable to Alt1.2): Per-layer SCI, where SCIi is a [image: ]–bit indicator (i=0, 1, …, (RI-1))
· Alt3.2 (applicable to Alt1.1): Per-layer SCI, where SCIi is a [image: ]–bit indicator
· Alt3.3: Per-layer SCI, where SCIi is a [image: ]–bit or [image: ] indicator (i=0, 1, …, (RI-1))
· Alt3.4: Per-layer SCI, where SCIi is a [image: ]–bit (i=0, 1, …, (RI-1))


The assumption that a layer’s coefficients can be ordered in such a way that the strongest coefficient is in a predetermined index is based on the observation that a cyclical shift of the FD basis by a fixed offset, results in the frequency domain precoder being multiplied by a linear phase shift in frequency [2]. Since the precoder resolution in the frequency domain is   which is greater than or equal to the PRG size, this phase shift is inconsequential since the gNB can set the precoder  phase to any value in different PRGs.
For each layer, the FD index of the coefficient with strongest coefficient over all beams is found and applied as a shift of the FD basis indication for that layer. The corresponding beam index is then reported as the SCI.
The worst cast number of bits per layer for Alt3.2 with  corresponds to 8-9 bits per layer depending on the distribution of M across layers and up to 32-36 bits for RI = 4. For a more typical configuration with , the per layer overhead is 6-7 bits which makes the total SCI overhead up to 24-28 bits. This is in contrast to Alt3.4 with only 4 bits per layer and maximum overhead of 16 bits for a savings of between 8 and 12 bits in UCI part 2.
Alt3.4 requires 8-12 fewer bits relative to Alt3.2 for SCI indication of 4 layers.
Due to this lower overhead and our preference is Alt3.4.
Adopt Alt3.4 for SCI
FD Basis Set Selection
In the email discussion following RAN1#96b on FD basis subset selection the following offline agreements were made:
	Offline agreement 1: The two-step FD basis subset selection is described as follows:
· The 1st (intermediate) step uses an intermediate FD basis set of size- (≤ )
· The value of  is RI- and layer-common
· The intermediate FD basis subset is RI- and layer-common
· The 2nd step uses an indicator to indicate the FD basis used for each layer
· FFS (to be resolved in RAN1#97): for the indicator, select between a -bit bitmap and X-bit combinatorial indicator where X is either  or . 
· FFS (to be resolved in RAN1#97): select one of the following alternatives on  setting mechanism:
· 1) reported in UCI part 1
· 2) higher-layer configured
· 3) fixed
· FFS (to be resolved in RAN1#97): select one of the following alternatives on size- intermediate subset (IntS)
· 1) IntS is adjacent and fully parameterized with , indicating that the intermediate set consists of FD bases ,
· FFS (to be resolved in RAN1#97): whether  is reported in UCI part 2, higher-layer configured, or fixed
· 2) IntS is selected freely from  FD bases, a combinatorial indicator is reported in UCI part 2
· FFS (to be resolved in RAN1#97): exact bitwidth, either  or  
Offline agreement 2: In RAN1#97, decide on FD basis subset selection scheme from the following alternatives:
· Free selection (Alt5.1 in RAN1#96b)
· Fixed selection (Alt5.4 in RAN1#96b)
· Two-step selection (the final outcome of proposal 1)




The FFS items in the above reflect a set of alternatives agreed at RAN1#96bis. Simulations of these alternatives were performed to better understand their relative performance both in terms of throughput and overhead.  The alternatives simulated were:
· Alt5.1: FD basis subset selection indicator is per layer where it is a -bit indicator or -bit indicator or size- bitmap, ()
· Alt5.2: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and N3’ is fixed. The intermediate set in UCI part 2
· Minitial indicated by  (or other values) bits indicates starting point of the intermediate FD basis set. The remaining FD basis in this intermediate set is given by mod(Minitial+n,N3), n=0,1,..,N3’-1
· The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer 
· Alt5.2’: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and N3’ is reported in UCI part 1, and the intermediate set in UCI part 2
· Minitial indicated by  (or other values) bits indicates starting point of the intermediate FD basis set. The remaining FD basis in this intermediate set is given by mod(Minitial+n,N3), n=0,1,..,N3’-1
· The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer 
· Alt5.4: FD basis subset is selected as , n=0,1,..,Mi–1
·  is fed back per layer.
1. Alt5.6: Two-step FD basis subset selection where
5. The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is either fixed or higher-layer configured
0. The FD basis in this intermediate set is reported either by N3-bit bitmap or  bit indicator
5. The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer
1. Alt5.7: Two-step FD basis subset selection where
6. The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is indicated in UCI part 1
0. The FD basis in this intermediate set is the union of FD basis for all layers, and is reported bybit indicator
6. The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer

The simulation assumptions were the same as in Section 2.1.  The (L,p) parameters were set according to Alt3C in  Section 2.1 and Alt2.1 was used for the bitmap design.  The pairs (p,β) simulated were (1/2,1/2), (1/4,3/4), and (1/4, 1/2).
The above alternatives can be divided into three groups. The first group consists of alternatives, 5.1, 5.2’ and 5.7, are “lossless” with respect to performance, i.e. they have the same throughput performance as the performance of Alt3C in Section 2.1. They differ only in their overhead. Because the size of the FD basis indication is channel dependent, the overhead differences are best evaluated through average overhead of the schemes. The maximum overhead of the schemes are roughly the same.  
The second set of alternatives include Alt5.2 and Alt5.6 and used a  fixed value for  which removes the need for additional UCI type 1 overhead but results in performance degradation relative to Alt5.1, 5.2, and 5.7. The value of  was chosen to give similar overhead to Alt5.1 so comparisons could be made on the basis of performance degradations.  
Lastly, Alt5.4 which does not use the  parameter has a significant saving in overhead compared to Alt5.1 since only bits per layer are required to indicate the FD basis selection.
The average user packet and cell edge throughput are plotted vs. average overhead in Figure 2 and Figure 3. Looking first at Alt5.1, Alt5.2, and Alt5.7, we see an advantage of Alt5.2 over Alt5.1 of between 5 and 6 bits and a smaller advantage of Alt5.7 over Alt5.1, on the order of 1-2 bits.  This overhead difference includes the signaling of  in UCI part 1.
Alt5.2’ and Alt5.7 have 5-6 and 1-2 bits less average overhead than Alt5.1.
Within  the second group of alternatives, Alt5.2 and Alt5.6, we see performance degradations relative to Alt 5.1 of between .1% and .2% in average user packet throughput and 0 to .5% in cell edge throughput with nearly identical average overhead.  The advantage of Alt5.6 over Alt5.1 in cell edge at p = 0.5 and β = 0.5 is due to Monte Carlo statistical error. 
Alt5.2 and Alt5.6 average UPT and cell edge performance is inferior to Alt5.1, 5.2’, and 5.7 by 0.1% to 0.2% and 0 to 0.5% in cell edge.
Finally, Alt5.4 is seen to have similar average UPT performance to Alt5.1 but with 14-18 bits less overhead. The cell edge performance however is between 0.6% and 1.3% below that of Alt5.1.  This can be attributed to the larger delay spread encountered at the cell edge due to, for example, lower line-of-sight channel probability.
Alt5.4 has similar average user throughput performance but degraded cell edge performance compared to Alt5.1, between 0.6% and 1.3%, and 14-18 bits less average overhead.
Overall, in our view Alt5.2’ provides the best balance of overhead reduction and performance. We therefore have the following proposals.
Report N3’ in UCI part 1
The intermediate subset should be fully parameterized by Minitial which is report in UCI part 2
Two-step selection of FD basis subset 
[image: ]
[bookmark: _Ref7813498]Figure 2: Average user packet throughput vs. average overhead for up to RI = 4
[image: ]
[bookmark: _Ref7813519]Figure 3: Cell edge throughput vs. average overhead for up to RI = 4

Conclusion
This contribution addressed two outstanding issues in RI = 3,4: maximum number of coefficients per layer and (L,p) parameters.  It also addressed UCI parameters including indication of number of non-zero coefficients, strongest coefficient indicator, bit map design, and FD basis selection and indication. Its observations are
Observation 1	Alt2B requires nearly 100 bits additional rank 4 overhead compared to 3C and 6E for the same average user packet throughput and cell edge throughput.
Observation 2	Alt1.2 requires between 12 and 18 bits more UCI Type I overhead than Alt1.1.
Observation 3	The differential schemes of Alt1.3 and Alt1.4 may require padding of zero coefficients to fit a quantized #NNZ indicator.
Observation 4	The differential schemes of Alt1.3 and Alt1.4 require less overhead but also limit the flexibility in assigning precoders and ranks.
Observation 5	Alt2.2 and Alt2.2B achieve overhead reductions at low bitmap densities.
Observation 6	Alt3.4 requires 8-12 fewer bits relative to Alt3.2 for SCI indication of 4 layers.
Observation 7	Alt5.2’ and Alt5.7 have 5-6 and 1-2 bits less average overhead than Alt5.1.
Observation 8	Alt5.2 and Alt5.6 average user throughput and cell edge performance is inferior to Alt5.1, 5.2’, and 5.7 by 0.1% to 0.2% and 0 to 0.5% in cell edge.
Observation 9	Alt5.4 has similar average user throughput performance but degraded cell edge performance compared to Alt5.1, between 0.6% and 1.3%, and 14-18 bits less average overhead.
Its proposals are:
Proposal 1	Adopt Alt3C for (L, p) parameters. A second preference is Alt6E with layer-group specific parameters.
Proposal 2	Adopt Alt1 for the maximum number of non-zero coefficients per layer
Proposal 3	Adopt Alt1.1 for indication of #NZC
Proposal 4	Support Alt2.2B for bitmap design at β=1/4
Proposal 5	Adopt Alt3.4 for SCI
Proposal 6	Report N3’ in UCI part 1
Proposal 7	The intermediate subset should be fully parameterized by Minitial which is report in UCI part 2.
Proposal 8	Two-step selection of FD basis subset
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Appendix
	Modulation
	Up to 256 QAM

	Coding on PDSCH
	LDPC

	Numerology
	15KHz 14 OFDM symbol slot and 52 PRBs

	Frequency band
	4 GHz

	Simulation bandwidth
	10 MHz

	Transmission scheme
	Closed SU/MU-MIMO adaptation

	Scenario
	Dense Urban (Macro layer only)

	UE antenna height and gain
	TR36.873

	Channel model
	38.901 UMa channel model B

	Inter-site distance 
	200 m.

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Type II feedback DL codebook
	4 beams, WB+SB, 8PSK

	PRBs bundling per SB
	1 PRB

	MU dimension
	Up to 12 layers

	SU dimension
	1/2 layers

	Codeword (CW)-to-layer mapping
	Single codeword

	CSI feedback
	PMI, CQI: every 5 slot; 4 slot delay, RI: every 5 slot;
Sub-band based 

	Interference measurement
	SU-CQI; CSI-IM for inter-cell interference measurement

	ACK/NACK delay
	The next available UL slot

	Re-transmission delay
	The next available DL slot after receiving NACK

	Antenna configuration at TRxP
	(M,N,P,Mg,Ng; Mp,Np) =(8,8,2,1,1;2,8)
(dH, dV)=(0.5, 0.8)λ

	Antenna configuration at UE
	 (M,N,P,Mg,Ng; Mp,Np) = (1,1,2,1,1; 1,1)
(dH, dV)=(0.5, N/A)λ

	Scheduling
	PF

	Receiver
	MMSE-IRC

	Channel estimation
	Non-ideal

	UE Noise Figure
	9 dB

	Mechanic tilt
	90° in GCS (pointing to horizontal direction)

	Handover margin (dB)
	1 dB

	TRxP total transmit power
	41 dBm


	



image1.wmf
1

0,0

2

RI

iNZi

KK

-

=

£

å


oleObject1.bin

oleObject2.bin

oleObject3.bin

oleObject4.bin

image2.emf
Configuration Parameters Alt 1.1 Alt 1.2

N

3

13

p 0.5

L 4

b

0.5

K

0

28

max RI 4

N

3

38

p 0.5

L 4

b

0.75

K

0

114

max RI 4

Typical

Largest NNZ 

overhead

8 20

28 10


image3.png
Bitmap Overhead

110

100

I A2 1
I Alt2.2
A28





image4.wmf
2

log

NZ

K

éù

êú


image5.wmf
2,

log

NZi

K

éù

êú


image6.wmf
{

}

1

20,

logmin,2

RI

iNZii

KLM

-

=

éù

êú

å


image7.wmf
20

log2

K

éù

êú


image8.wmf
20

log

K

éù

êú


image9.wmf
2

log2

L

éù

êú


image10.png
Average User Packet Throughput (Mbps)

50.4

50.2 —8—Alt 5-2
—8—Alt 5-6
0 —8—Alt 5-1
—8—Alt 5-4

49.8
—8—Alt 5-2'

—8—Alt 5-7
49.6

49.4

49.2

49

48.8

300 350

400 450 500 550
Overhead (bits)

600




image11.png
Average User Packet Throughput (Mbps)

228

227

226

225

224

223

222

221

22

219

218

—8—Alt 51

—8—Alt 5-6

—8—Alt 5-4

—8—Alt 5-2

—8—Alt 5-2'

—8—Alt 57

300

350

400

450
Overhead (bits)

500

550

600




