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Introduction
A large part of the enhanced Type II codebook design has already been finalized, at least for ranks 1-2. What remains are some minor issues, parameter settings for rank 3-4 and corresponding UCI design.

We summarize our understanding of the agreements achieved so far as well as open discussion points as follows.

Summary of agreements:
· Precoder vectors for all FD-units/subbands for a layer is given by size-matrix 
·  #SD dimensions (number of antenna ports)
·  = #FD dimensions (number of PMI subbands)
· The value  (PMI subband size indicator) is RRC configured
· FFS if R=2 is associated with UE capability or processing relaxations
·  is the number of CQI subbands
· This applies for , 
· For , downselect between padding, segmentation or same behavior
· FFS how to handle edge subbands
· Precoder normalization: the precoding matrix for given rank and unit of  is normalized to norm 1/sqrt(rank) 
· Spatial domain (SD) compression by  
·  spatial domain basis vectors (mapped to the two polarizations, so  in total) selected
· Compression in spatial domain using  , where  are orthogonal DFT vectors (same as Rel. 15 Type II)
· SD-basis selection is layer-common
· The value of  (number of “beams”, SD-basis vectors) is RRC configured
· L=6 only supported for limited parameter setting:
· 32 Tx, R=1, 
· Optional UE capability, FFS UE processing relaxations
· Frequency-domain (FD) compression by 
· Compression via , where  are  size- orthogonal DFT vectors
· Nominal number of FD-components , with is RRC configured
· For layers 0 and 1, nominal value of M applied directly
· For layers 3 and 4, nominal value of M is mapped to smaller actual value
· FD-basis selection is layer-specific
· FFS if FD-bases for layers are selected directly or using two-step procedure
· Linear combination by   (for a layer)
·   is composed of linear combination coefficients
· Coefficient subset selection
· Only a subset  coefficients are non-zero and reported
· The  non-reported coefficients are zero and not reported
· The nominal maximum number of non-zero coefficients per layer  
·  is RRC configured
· This applies for RI={1,2}
· For RI={3,4}, total max # NZ coefficients across all layers ≤ 2K0
· FFS if any restrictions on division of coefficients among layers
· Coefficient subset selection is indicated with a size-2LM bitmap with  ones in UCI Part 2
· Coefficient subset selection is layer-specific
· Indication of  for all layers is given in UCI Part 1, so that UCI Part 2 payload can be known
· FFS if joint or separate indication across layers
· Coefficient quantization according to 
· Strongest coefficient: An indicator for the strongest coefficient index, SCI, 
· Strongest coefficient  (hence its amplitude/phase is not reported)
· FFS bitwidth of SCI indicator
· Two polarization-specific reference amplitudes 
· For the polarization associated with the strongest coefficient  and hence not reported
· For the other polarization, the reference amplitude is quantized to 4 bits:  
· The alphabet is  (-1.5dB step size)
· For : 
· For each polarization, differential amplitudes  of the coefficients calculated relative to the associated polarization-specific reference amplitude and quantized to 3 bits 
· The alphabet is  (-3dB step size)
· Each phase  is quantized to either 8PSK (3-bit) or 16PSK (4-bit) (configurable)

Open issues
In our understanding, the following open issues remain to be resolved:
· Higher rank codebook
· Decide FD-basis parametrization
· Decide NZC distribution among layers
· UCI design
· Resolve FFSs
· Indication of NNZC in UCI Part 1
· Strongest coefficient indication
· Bitmap design 
· FD basis selection
· Address new proposals
· M’
· BSI
· CSI omission procedure
· Reducing supported combinations of compression parameters
· Decide on the value of N3 for NSB×R > 13
· Associated UE capability
· Codebook subset restriction (CBSR)
We present our view on theses open issues in this contribution. In addition, we present our view on potential CBSR schemes for the Type II CSI enhancement in [1]. A discussion on CSI omission procedure is given in [2]. Evaluation results on the value of N3 is given in [3]. Evaluation results and discussion regarding reducing the number of supported parameter combinations is given in [2]. 
High rank extension
FD basis parametrization
In RAN1#96bis, MIMO experts managed to downselect to the following FD-basis parameter settings for the high-rank codebook to the following three alternatives:
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As can be seen, Alt 6E is the most flexible solution, where each RI and layer hypothesis potentially can be assigned a different number of FD-basis vectors. Alt 2B on the other hand is a bit simpler, where the same number of configured FD-basis vectors for RI=1,2 is used for the first two layers regardless of rank, and a smaller number of FD-basis vectors is used the last two layers. While this solution allows the for rank-nested PMI search where the coefficients for the first two layers need not be re-calculated for RI=3,4, there may be concern with the overhead of the bitmaps, which is increased for RI=3,4, compared to RI=2. After all, the motivation for reducing the FD-basis size for higher rank reporting was that to reduce the bitmap size. Such a reduction in bitmap size is achieved by Alt 3C, where  can be selected to assure the bitmap size for RI=3,4, does not exceed that of RI=2.
To evaluate the performance, we consider the following parametrizations for the three alternatives:
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The NZ coefficient allocation is fixed per layer and follows the principle that the number of coefficients scales linearly with the number of allocated FD-basis vectors. Performance is evaluated for  and   and plotted against rank-4 overhead in Figure 1 below. As expected, Alt 2B results in worst performance/overhead tradeoff due to the additional bitmap size, while Alt 3C and 6E have quite similar performance (the rank-4 overhead is the same in this case).  Thus, the additional complexity of Alt 6E does not seem motivated.
[bookmark: _Toc7795463]Alt 3C and Alt 6E have similar performance/overhead tradeoff while Alt 2B is inferior
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[bookmark: _Ref7707789]Figure 1: Comparison between Alt 2B, Alt 3C and Alt 6E
We therefore propose to adopt Alt 3C. The next issue is the value range for . Since  has already been agreed and it seems reasonable to use half of the FD-basis vectors for RI=3,4 compared to RI=1,2, we suggest adopting  as the value range.
[bookmark: _Toc7795479]For FD-basis parametrization, support Alt 3C with a value range 

Distribution of non-zero coefficients
In RAN1#96bis, the following was agreed:
Agreement
On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 

Regardless of which alternative is selected, the UE can perform either a joint determination of the # NZ coefficients across the layers for RI=3,4 or, it can a priori assign a fixed distribution of coefficients among layers, e.g. [K0/2 K0/2 K0/2 K0/2] and determine the coefficients independently for each layer. This is up to UE implementation. The restriction of Alt 1 is somewhat arbitrary since even if there was such a restriction in the specification, the UE could ignore it and anyway signal arbitrary # NZ coefficients distribution among layers by setting the corresponding bitmaps.
However, with the completely unrestricted distribution of coefficients according to Alt 0, the UE could create a “pseudo-rank-1” precoder with increased PMI granularity by selecting RI=3 and assigning [2K0-2 1 1] coefficients for each layer, thus effectively doubling the # coefficients for rank-1. This does not make the codebook design look consistent. That is, since there is a limitation on K0 coefficients per layer for rank-1 and rank-2, it makes sense to maintain that restriction for higher ranks as well.
[bookmark: _Toc7795480]For distribution of 2K0 coefficients across layers for RI=3,4, adopt Alt1 with a restriction of at most K0 coefficients for each layer
UCI design
Number of non-zero coefficients and RI
In RAN1#96bis, the following agreement was achieved regarding the indication of # NZC and RI in UCI Part 1:
Agreement
The scheme for indicating the number of NZ coefficients (NZC) will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt1.1: RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}
· Alt1.3: RI + differential of # NZC summed across layers 
· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)
· Alt1.4: RI + per-layer differential # NZC 
· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)

The parameter setting for the FD basis, i.e. the number of selected FD basis vectors may in the general case (TBD) be both rank-specific and layer-specific as indicated by the sub-indices  which denote the rank and layer index respectively, whereas the SD-basis is layer and rank-common.
For each layer , there are thus  possible LC coefficients in the transformed domain and it can be assumed that a number  are non-zero coefficients which are reported. 
Alt 1.2
In Alt 1.1, the number of non-zero coefficients (NNZC) for each layer  is indicated with a layer-wise separate indicator in UCI Part 1. Since the rank selection of the UE is not known to the gNB prior to decoding UCI Part 1, the UCI Part 1 payload needs to be rank-independent. This means that there always needs to be 4 per-layer NNZCIs present in UCI Part 1, regardless of UEs rank selection.
In this case, the indication of the NNZCs has the bitwidth , assuming that the maximum number of coefficients are capped to K0 per layer even for ranks 3-4. This enables the UCI Part 1 payload to be constant irrespective of UE’s rank selection. 
Alt 1.1
Since the purpose of including the number of NNZC indicator(s) in UCI Part 1 is only to determine the payload of UCI Part 2, the total number of non-zero coefficients across all layers could be indicated instead of having layer-wise indication. That is, a single UCI parameter indicating the sum of the NNZC across layers is indicated in UCI Part 1. 
That is  is indicated, where R is the selected rank by the UE. Since per-layer NZC bitmaps are included in UCI Part 2, the gNB can infer the distribution of the NZCs among the layers and there is no ambiguity. The required bitwidth for  indication is thus . In addition, the RI would need to be conveyed as well.
A comparison between the two schemes is presented in Table 1 for different values of K0. Clearly, Alt 1.1 is superior.

Table 1: Overhead calculation for NNZC indication
	K0
	Alt 1.1
	Alt 1.2

	7
	6
	12

	14
	7
	16

	28
	8
	20

	42
	9
	24



Regarding the “differential” proposals of Alt 1.3 and Alt 1.4, this will likely not reduce the overhead significantly compared to Alt 1.1 but will on the other hand risk reducing performance and increases UE complexity.

1. [bookmark: _Toc4774086][bookmark: _Toc7795464]Joint number of non-zero coefficient indication across layers can reduce overhead with 15 bits for K0=42 compared to layer-wise non-zero coefficient indication
Proposal 1 [bookmark: _Toc4771617][bookmark: _Toc7795481]Support Alt 1.1, joint number of non-zero coefficient indication across layers and separate RI encoding in UCI Part 1

Strongest coefficient indication
The following was agreed with respect to SCI design in RAN1#96bis:
Agreement
For RI=1, strongest coefficient indicator (SCI) is a -bit indicator. For RI>1, SCI design will be chosen from the following alternatives in RAN1#97 (Reno):  
· 
Alt3.1 (applicable to Alt1.2): Per-layer SCI, where SCIi is a –bit indicator (i=0, 1, …, (RI-1))
· Alt3.2 (applicable to Alt1.1): Per-layer SCI, where SCIi is a –bit indicator
· Alt3.3: Per-layer SCI, where SCIi is a –bit or  indicator (i=0, 1, …, (RI-1))
· Alt3.4: Per-layer SCI, where SCIi is a –bit (i=0, 1, …, (RI-1))

The difference between the above alternatives is that Alt 3.4 utilizes the assumption that the strongest coefficient is present in the first FD-component, with index 0, while the other alternatives assumes that the strongest coefficient can be present in any FD-component. Hence, only the SD-component index rather than the coefficient index needs to be signalled, which reduces the overhead significantly.
The question is then, can it be guaranteed that the strongest coefficient occurs in a fixed FD-component? We try to answer this question using the following analysis.
Say that the UE has derived an optimal FD-basis and corresponding LC coefficients. Then we know from basic properties of the discrete Fourier transform and Grassmannian matrix theory that if the UE would apply a linear phase ramp exp(j*2*pi*n*k/N) over the columns n of the precoder vectors before FD-compression (where k is an integer <N3):
1. It would result in that the transformed coefficients are cyclically shifted. I.e. the columns of the full W2-tilde matrix are perturbed
1. The precoding properties are not affected by applying the linear phase ramp since it is just a scalar phase rotation of the precoder vector

Thus, there exists a set of N3 space-frequency precoder matrices  , k=0,…,N3-1 which have identical precoding properties and which only differ in that the FD-bases  are different and that the columns of  are perturbated.
That is, regardless of which FD-coefficient the strongest coefficient belongs to in UE’s initial PMI search, a cyclic shift of the input before FD-compression can be applied to generate an equivalent set of coefficients where the strongest coefficient is located in the first FD-component.
[bookmark: _Toc7795465]UE can guarantee that the strongest coefficient occurs in FD-component 0 by applying linear phase ramp before FD compression, resulting in cyclically shifted coefficients in the transformed domain with identical precoding properties
Since this can be guaranteed, it seems obvious that Alt 3.4 should be supported.
[bookmark: _Toc7795482]For SCI indication, support Alt 3.4
Note that the UE does not actually need to perform the cyclic shift operation, instead there can be mapping defined in the specification.
For instance, let the determined FD basis subset be  and the calculated LC coefficients be , where the strongest coefficient   can be in any FD-component.
Instead of reporting the indices   directly, a set of modulo-shifted FD-basis indices  can be reported in conjunction with that the UE perturbs the order in which the LC coefficients are mapped in UCI as 

In this case, only  needs to be reported as the SCI, whereas  is only used to implicitly determine the UCI encoding and does not need to be reported. The UCI encoding procedure results in the indication of an equivalent precoder where the strongest coefficient is always at the first FD-component. From gNB perspective, it simply reads the CSI report as usual.
[bookmark: _Toc7795466]UCI encoding rule can be introduced to ensure that strongest coefficient always occurs in FD-component 0 

Bitmap design 
The following was agreed with respect to bitmap design in RAN1#96bis:
Agreement
For RI=3-4, the bitmap design will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt2.1: 2LMi bits per layer, i=0, 1, …, (RI-1)
· Alt2.2: One joint bitmap 1 for all layers, where an indicator bit is 1 if at least one of the RI layers has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)   
· Alt2.2B: Bitmaps 1 for each layer, where an indicator bit is 1 if at least one of the RI beams has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)
· Alt2.3: LMi bits for the layer in which the weaker polarization is dropped (else 2LMi bits) + up to 4-bit bitmap to indicate the layer where the weaker polarization is dropped (UCI part 1); i=0, 1, …, (RI-1) 

Alt 2.1 is a straightforward extension of the principle for RI=1,2 and consists of an independent bitmap for each layer. Alt 2.2 on the other hand introduces special handling for RI=3,4, compared to RI=1,2 with a two-step bitmap indication. The motivation is to reduce average overhead. However, depending on the configured number of non-zero coefficients, the overhead can actually be increased! In our view, the potential overhead savings are not significant enough to consider this alternative and the additional UE complexity does not seem motivated. 
Alt 2.3 introduces additional indicators in UCI Part 1 to indicate if the entire polarization of a layer is dropped, whereby the bitmap can be cut in half. In our understanding, the likelihood of such an event occurring is rather low, i.e. it is a corner case which the UCI design does not need to be optimized towards. On average, in our estimation, the total overhead will be increased compared to Alt 2.1 due to the additional overhead in UCI Part 1.
Therefore, we suggest adopting the straightforward approach of Alt 2.1.
[bookmark: _Toc7795483]For NZC bitmap design, adopt Alt 2.1 with independent bitmap per layer

FD basis selection
In RAN1#96bis, a number of alternatives where identified for FD-basis selection, in subsequent offline email discussion, these alternatives were boiled down to a more compact description as per the following offline agreements:
Offline agreement 1: The two-step FD basis subset selection is described as follows:
· The 1st (intermediate) step uses an intermediate FD basis set of size- (≤ )
· The value of  is RI- and layer-common
· The intermediate FD basis subset is RI- and layer-common
· The 2nd step uses an indicator to indicate the FD basis used for each layer
· FFS (to be resolved in RAN1#97): for the indicator, select between a -bit bitmap and X-bit combinatorial indicator where X is either  or . 
· FFS (to be resolved in RAN1#97): select one of the following alternatives on  setting mechanism:
· 1) reported in UCI part 1
· 2) higher-layer configured
· 3) fixed
· FFS (to be resolved in RAN1#97): select one of the following alternatives on size- intermediate subset (IntS)
· 1) IntS is adjacent and fully parameterized with , indicating that the intermediate set consists of FD bases ,
· FFS (to be resolved in RAN1#97): whether  is reported in UCI part 2, higher-layer configured, or fixed
· 2) IntS is selected freely from  FD bases, a combinatorial indicator is reported in UCI part 2
· FFS (to be resolved in RAN1#97): exact bitwidth, either  or  

Offline agreement 2: In RAN1#97, decide on FD basis subset selection scheme from the following alternatives:
· Free selection (Alt 5.1 in RAN1#96b)
· Fixed selection (Alt 5.4 in RAN1#96b)
· Two-step selection (the final outcome of proposal 1)

In our view, if two-step FD-basis indication is supported, the value of N3’ should be fixed in specification according to a predefined formula, e.g.  in order to reduce the number of configuration parameters and the spec complexity.
To investigate if two-step FD-basis selection results in any performance loss compared to one-step selection, we perform evaluations comparing:
· One-step selection
· Arbitrary two-step selection: IntS is selected freely from  FD bases
· Adjacent two-step selection: IntS is adjacent and fully parameterized with ,
We consider 13 CQI subbands and R=2, p= and using different values of N3’. The results are presented in Table 2 below. Overall, the performance of all three schemes are very similar. There is some minor loss for 2-step indication if N3’ is small, however it is almost negligible, with adjacent 2-step selection having a minor loss compared to arbitrary 2-step. However, this difference is negligible as well.
[bookmark: _Ref7781795]Table 2: Comparison between one-step and two-step FD-basis indication
	
	Scheme
	
	Average UPT gain [%]

	
	Type I
	
	0

	p=1/2 
	One-step
	
	7,2

	
	Arbitrary 2-step N3'=7
	7,0

	
	Arbitrary 2-step N3'=9
	7,1

	
	Adjacent 2-step N3'=7
	6,7

	
	Adjacent 2-step N3'=9
	7,2

	p=1/4
	One-step
	5,9

	
	Arbitrary 2-step N3'=4
	5,3

	
	Arbitrary 2-step N3'=6
	5,3

	
	Arbitrary 2-step N3'=8
	5,6

	
	Arbitrary 2-step N3'=10
	5,7

	
	Adjacent 2-step N3'=4
	5,0

	
	Adjacent 2-step N3'=6
	5,0

	
	Adjacent 2-step N3'=8
	5,2

	
	Adjacent 2-step N3'=10
	5,6



[bookmark: _Toc7795467]Similar performance for one-step and two-step FD-basis indication
To compare the overhead for one-step selection with the two options for two-step selection, we consider that N3’ is selected according to  and sweep the number of CQI subbands between 5-19, R=1,2 and we assume . The resulting overhead is shown as a function of N3 in Figure 2. 
[bookmark: _Toc7795468]For R=2, the overhead savings with the adjacent IntS selection is substantial, around 25 bits. Both one-step and arbitrary two-step FD-basis selection result in similar overhead.
[bookmark: _Toc7795469]For R=1, all three schemes have similar overhead

[image: ]
[bookmark: _Ref7779665]Figure 2: Overhead for intermediary subset indication

Based on these observations, at least for R=2, there is a benefit with adjacent IntS selection since the overhead can be substantially reduced while maintaining the performance. However, for R=1, the benefit is unclear compared to one-step indication. Since the overhead and performance for all schemes are similar in this case, we should consider the alternative with least spec impact.
[bookmark: _Toc7795484]Support two-step FD-basis selection using adjacent IntS selection with fixed N3’, at least for R=2

M’
It has been proposed to introduce a parameter in UCI Part 1 for the UE to dynamically select the size of the FD-basis. This means that the UE can determine that only a number  FD-basis vectors is needed in order to describe the channel, which is smaller than the number of configured FD-basis vectors M. This would be as a consequence of the UE first determining that all the coefficients for a certain FD-basis vector are zero, so that a column of the NZC bitmap would be all ‘0’s. The benefit with this proposal would be that the zero columns of the bitmap in UCI Part 2 could be dropped, which would reduce the overhead.
However, the potential overhead savings are not enormous and there is already large overhead savings from dropping the reporting of the coefficients themselves. That is, if the corresponding coefficients for   FD-basis vectors are not reported the overhead is reduced with bits (assuming 8-PSK). If additionally, M’ is indicated in UCI Part 1, the bitmap in UCI Part 2 can be reduced in size, but this only saves  additional bits. I.e. 85% of the overhead reduction is already achieved. It does therefore not seem warranted to introduce additional overhead in UCI Part 1 when the lions’ share of the overhead saving can be achieved solely by NNZC indication. 
[bookmark: _Toc7795470]It is not warranted to introduce additional overhead in UCI Part 1 for M’ indication, since most of the overhead savings is already achieved via NNZC indication
However, there may be a way to introduce M’ indication without increasing the UCI Part 1 overhead.
Since the indicator of the total NNZC summed across layers is independently encoded into a field in UCI Part 1 (according to Alt 1.1), the bitwidth of that field is  . For M=7 and L=4, which is a typical configuration,  may take the values 14, 28 and 42. The bitwidth of the field is thus 5, 6 and 7 bits respectively for the three values. However, the value range that requires to be indicated for the NNZC indicator is only , that is,  possible values. The mapping from a codepoint of an independently encoded NNZC indicator field to the NNZC value would thus be according to Table 3 for the example of , which results in a bitfield of width   bits and thus containing  codepoints. There thus exists reserved codepoints which can not be used to convey any information and are, in a sense, wasted.
Table 3: Example mapping of independently encoded NNZC Indicator field to NNZC value
	NNZC Indicator field
	NNZC Value

	0
	1

	1
	2

	…
	…

	83
	84

	84
	reserved

	…
	…

	127
	reserved



[bookmark: _Toc7795471]There could be many unused codepoints of the NNZC Indicator field
It therefore seems appropriate to utilize these unused codepoints to convey some useful information, such as an indication of M’. That is, the NNZC value and FD-basis size indication M’ could be jointly encoded into a “joint NNZC and M’ Indicator field”. An example of this is given in Table 4, where the first  codepoints are the same as for an independent NNZC Indicator field, i.e. M’=M and the FD basis size is the same as the configured one, while the remaining  codepoints indicates for instance an half-size FD-basis, i.e. M’=M/2. 
Note that since  in the general case, all possible values of  cannot be indicated in conjunction with indicating M’=M/2. However, that is likely okay, since if the UE reports M’<M it by necessity does not have many non-zero coefficients. Hence, the range of NNZC that can be indicated together with M’<M can be biased towards the lower end. Another limitation is that if  is a power of two, there are no unused codepoints and hence M’<M cannot be indicated. However, this only occurs for a small subset of possible configurations, so it should not be a large issue, especially due to that the feature of M’ indication is not super-critical to have for a functional codebook, it merely provides an additional overhead optimization. If the gNB is very keen on using this feature it can make sure to configure  such that  is not a power of two.

Table 4: Example mapping of joint NNZC and M’ Indicator field
	Joint NNZC and M’ Indicator field
	NNZC Value
	M’

	0
	1
	M

	1
	2
	M

	…
	…
	…

	83
	84
	M

	84
	1
	M/2

	…
	…
	M/2

	127
	44
	M/2



[bookmark: _Toc7795485]Support M’ indication by utilizing unused codepoints of the NNZC indicator field in UCI Part 1, by jointly encoding the NNZC and M’ values
Basis sufficiency/insufficiency indication
There have been proposals to introduce an indicator in UCI Part 1 to indicate either the sufficiency or insufficiency of the FD-basis or number of non-zero coefficients. The motivation is that the UE can dynamically indicate either if more or less FD-basis vectors are required which could prompt the gNB to either reconfigure (using RRC) the CSI Report Setting to a codebook with more or less FD-basis vectors, or, choose to trigger another CSI Report Setting which has already been pre-configured to the UE. From a principal perspective, one can argue whether it is proper to introduce dynamic L1 signalling, present in every CSI report, for the purpose of informing the gNB to perform RRC reconfiguration. Such functionality, if needed, should be solved via other means in our view. 

[bookmark: _Toc7795472]It is improper to introduce dynamic L1 signalling with the purpose of triggering L3 reconfiguration 
Additionally, it is not clear to us why the UE explicitly needs to indicate basis sufficiency/insufficiency. This information can be inferred by the gNB implicitly from the CSI report. For instance, if the basis is “sufficient” and too many FD-basis vectors have been configured, the gNB can directly infer this from the reported NZC bitmaps and/or reported amplitude values. That is, if the UE consistently reports many zero or low power coefficients for a subset of the FD-bases, the gNB can infer that p is configured too high and switch to triggering either Type I CSI or Type II CSI with smaller p. Note that in typical operation, the gNB will preconfigure the UE with at least a Type I CSI Report Setting and a Type II CSI report setting and dynamically switch which one is triggered depending on a number of factors such as cell load, UL coverage, etc.

Similarly, for basis insufficiency, this can also be inferred by the gNB from the CSI report for instance by observing that the UE consistently reports many non-zero and/or high-power coefficients.

[bookmark: _Toc7795473]Basis insufficiency/sufficiency can be inferred by the gNB directly from the reported NZC bitmaps and/or amplitude coefficients
Therefore, we do not support introducing a basis sufficiency/insufficiency indictor in UCI Part 1.
[bookmark: _Toc7795486]Do not support Basis Sufficiency/Insufficiency Indication in UCI Part 1

CSI omission procedure
In our companion contribution [2], we discuss principles for CSI omission procedure in Rel-16, and propose the following:
[bookmark: _Toc7704199][bookmark: _Toc7795487]Codebook design choices should not consider if CSI omission are facilitated by them or not, but should be made solely based on performance, overhead and complexity
[bookmark: _Toc7704200][bookmark: _Toc7795488]The CSI omission procedure should not require CSI recalculation based on the available PUSCH allocation
[bookmark: _Toc7704201][bookmark: _Toc7795489]For Rel-16 CSI omission procedure, consider dropping half of the LC coefficients according to FD-beam-index first, then SD-beam index and last layer-index
[bookmark: _Toc7704202][bookmark: _Toc7795490]For Rel-16 CSI omission procedure, consider dropping the portion of the NZC bitmaps which is not required to interpret the non-omitted LC coefficients
Reducing supported combinations of compression parameters
As is also further elaborated in our companion contribution [4], some combinations of compression parameters do not offer favourable performance overhead trade-off. The following observations can be made:
1. [bookmark: _Toc4763717][bookmark: _Toc4774167][bookmark: _Toc4774479][bookmark: _Toc7795474]For 32Tx, performance of L=2 is not competitive, especially  which has inferior performance to  with similar overhead
1. [bookmark: _Toc4763719][bookmark: _Toc4774168][bookmark: _Toc4774480][bookmark: _Toc7795475]For 32 Tx, generally  results in quite limited performance gain compared to , at the cost of quite a large overhead increase
Based on these observations, we can conclude that some codebook configurations likely can be pruned since they do not are not competitive enough. We make the following proposals:
Proposal 2 [bookmark: _Toc4763721][bookmark: _Toc4774171][bookmark: _Toc4774443][bookmark: _Toc4774463][bookmark: _Toc7795491]Consider not supporting L=2, at least  can be removed
Proposal 3 [bookmark: _Toc4763722][bookmark: _Toc4774172][bookmark: _Toc4774444][bookmark: _Toc4774464][bookmark: _Toc7795492]Consider not supporting , since it has limited performance gain

Value of N3 for 
This issue is discussed in our companion contribution [3]. Where we observed the following:
1. [bookmark: _Toc4774291][bookmark: _Toc7795476]DFT padding results in around 2% loss compared to No DFT padding
1. [bookmark: _Toc4774292][bookmark: _Toc7795477]Segmentation approach has inferior performance/overhead tradeoff compared to approaches without segmentation 

Based on these observations, we propose a compromise solution:
Proposal 4 [bookmark: _Toc4774293][bookmark: _Toc1201312][bookmark: _Toc4774445][bookmark: _Toc4774465][bookmark: _Toc7795493]When ,support free selection of N3. For   is selected as the smallest multiple of 2, 3, or 5 which is  
Associated UE capability
While the UE capability discussion generally is handled by the end of the release, we have already achieved some agreement on for instance that L=6 is an optional UE capability. Therefore, we would like to start the discussion on some capability-related issues already now.
As also highlighted in [5], the UE capability signalling for CSI calculation in Rel-15 is rather complicated and getting the signalling structure in place have caused a lot of headache for RAN2, where it for instance was realized that the RAN1 indicated capability structure did not result in feasible overhead and a re-design of the entire signalling was required at a late stage (the remnants of which can be seen by the large amount of “dummified” CSI capability signalling in 38.331). Basically, the current structure is as follows:
· The maximum number of simultaneous CSI reports (i.e. number of CPUs) and simultaneous CSI-RS/IM ports/resources are reported per band combination
· The maximum number of configured CSI Report Settings per BWP and the maximum number of configured CSI-RS/IM ports/resources are reported per band along with the maximum number of simultaneous CSI reports and simultaneous CSI-RS/IM ports/resources in a CC
· If the band is within an FR1-FR2 band combination, this signalling can be overridden with another signalling
· The supported codebooks are signalled per band in CodebookParameters. For each codebook Type (i.e. Type I SP, Type I MP, Type II, Type II port selection), a list of triplets (maxNumberTxPortsPerResource, maxNumberResourcesPerBand, totalNumberTxPortsPerBand) is signalled.
For instance, the UE can indicate that is supports:
· Type I codebook with 32 ports in a resource, 2 simultaneous resources and max 64 total ports across all CCs in Band #1
· Type I codebook with 24 ports in a resource, 1 simultaneous resource and max 24 total ports across all CCs in Band #2
· Type II codebook with 32 ports in a resource, 1 simultaneous resource and max 32 total ports across all CCs in Band #1
· At most 5 simultaneous CSI reports in a band combination consisting of (Band #1, Band #2) 
In this example, the UE can be triggered with simultaneous Type I report on Band #2 and Type II report for Band #1, but not simultaneous Type I and Type II reports on Band #1. This construction may lead the UE to being required to underreport its capability. Furthermore, it is not entirely obvious how one should interpret capability of simultaneous resources/ports associated with a codebook type within a band when the UE is triggered with a CSI report with mixes of codebook types.
[bookmark: _Toc7795478]Rel-15 CSI capability signalling is rather complicated, consider in Rel-16 if simplifications can be made
Another issue is that the maximum number of configured CSI Report Settings per BWP a UE can indicate as its capability is rather limited in Rel-15, it is capped at four CSI Report Settings per time-domain behaviour. In practical deployment, it is beneficial for the gNB to dynamically vary the CSI granularity (and thus the payload) depending on the UL UCI coverage. For instance, a UE on the cell edge may only have UL coverage to reliably transmit a Type I WB PMI/CQI report whereas a cell-centre UE can afford to transmit a Type II report with . For instance, the gNB could dynamically switch between following codebook configurations depending on the UE’s UL coverage:
1. Type I WB CQI / WB PMI
2. Type I SB CQI / WB PMI
3. Type I SB CQI / SB PMI
4. Type II  .
5. Type II  
6. Type II  
7. Type II  
However, since the UE can report at most 4 configured CSI Report Settings as its capability, the gNB needs to RRC reconfigure the UE as it moves within the cell. This is clearly not desirable.
[bookmark: _Toc7795494]For Rel-16 CSI capability, increase the maximum number of configured CSI Report Settings a UE can report
Conclusion 
Based on the discussion in this contribution we make the following observations:
Observation 1	Alt 3C and Alt 6E have similar performance/overhead tradeoff while Alt 2B is inferior
Observation 1	Joint number of non-zero coefficient indication across layers can reduce overhead with 15 bits for K0=42 compared to layer-wise non-zero coefficient indication
Observation 2	UE can guarantee that the strongest coefficient occurs in FD-component 0 by applying linear phase ramp before FD compression, resulting in cyclically shifted coefficients in the transformed domain with identical precoding properties
Observation 3	UCI encoding rule can be introduced to ensure that strongest coefficient always occurs in FD-component 0
Observation 4	Similar performance for one-step and two-step FD-basis indication
Observation 5	For R=2, the overhead savings with the adjacent IntS selection is substantial, around 25 bits. Both one-step and arbitrary two-step FD-basis selection result in similar overhead.
Observation 6	For R=1, all three schemes have similar overhead
Observation 7	It is not warranted to introduce additional overhead in UCI Part 1 for M’ indication, since most of the overhead savings is already achieved via NNZC indication
Observation 8	There could be many unused codepoints of the NNZC Indicator field
Observation 9	It is improper to introduce dynamic L1 signalling with the purpose of triggering L3 reconfiguration
Observation 10	Basis insufficiency/sufficiency can be inferred by the gNB directly from the reported NZC bitmaps and/or amplitude coefficients
Observation 11	For 32Tx, performance of L=2 is not competitive, especially  which has inferior performance to  with similar overhead
Observation 12	For 32 Tx, generally  results in quite limited performance gain compared to , at the cost of quite a large overhead increase
Observation 13	DFT padding results in around 2% loss compared to No DFT padding
Observation 14	Segmentation approach has inferior performance/overhead tradeoff compared to approaches without segmentation
Observation 15	Rel-15 CSI capability signalling is rather complicated, consider in Rel-16 if simplifications can be made

Based on these observations, we make the following proposals:
Proposal 1	For FD-basis parametrization, support Alt 3C with a value range 
Proposal 2	For distribution of 2K0 coefficients across layers for RI=3,4, adopt Alt1 with a restriction of at most K0 coefficients for each layer
Proposal 3	Support Alt 1.1, joint number of non-zero coefficient indication across layers and separate RI encoding in UCI Part 1
Proposal 4	For SCI indication, support Alt 3.4
Proposal 5	For NZC bitmap design, adopt Alt 2.1 with independent bitmap per layer
Proposal 6	Support two-step FD-basis selection using adjacent IntS selection with fixed N3’, at least for R=2
Proposal 7	Support M’ indication by utilizing unused codepoints of the NNZC indicator field in UCI Part 1, by jointly encoding the NNZC and M’ values
Proposal 8	Do not support Basis Sufficiency/Insufficiency Indication in UCI Part 1
Proposal 9	Codebook design choices should not consider if CSI omission are facilitated by them or not, but should be made solely based on performance, overhead and complexity
Proposal 10	The CSI omission procedure should not require CSI recalculation based on the available PUSCH allocation
Proposal 11	For Rel-16 CSI omission procedure, consider dropping half of the LC coefficients according to FD-beam-index first, then SD-beam index and last layer-index
Proposal 12	For Rel-16 CSI omission procedure, consider dropping the portion of the NZC bitmaps which is not required to interpret the non-omitted LC coefficients
Proposal 13	Consider not supporting L=2, at least  can be removed
Proposal 14	Consider not supporting , since it has limited performance gain
Proposal 15	When ,support free selection of N3. For   is selected as the smallest multiple of 2, 3, or 5 which is  
Proposal 16	For Rel-16 CSI capability, increase the maximum number of configured CSI Report Settings a UE can report
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Appendix: Simulation assumptions
For system level evaluations, the agreed assumptions from RAN1#94bis are used.  The remaining evaluation assumptions are given in the table below. 
Table 1: SLS assumptions for CSI enhancement 
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Scenario
	Dense Urban (Macro only) 

	Carrier frequency
	4GHz

	Inter-site distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,4,2,1,1,4,4), (dH,dV) = (0.5, 0.8)λ 
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 
100 deg tilt


	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 
4RX: (1,2,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2,3,4)

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Simulation bandwidth 
	10 MHz with 15kHz SCS

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	Maximum 8 layers

	CSI feedback 
	· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead 
	DMRS overhead included
CSI-RS overhead included
TRS overhead included 

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes


	Traffic load (Resource utilization)
	· 70 % for CSI overhead reduction

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Realistic
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