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[bookmark: _Ref129681832]It has been agreed at RAN1 96bis [1] that:
Agreement
On RI=3-4 extension:
· K0 setting: agree on supporting Alt1, i.e. total max # NZ coefficients across all layers ≤ 2K0 where the K0 value set for RI{1,2} 
· FD basis subset selection: agree on layer-specific subset selection
· Coefficient subset selection: agree on layer-specific subset selection
Agreement
 On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: 
· Alt2B, Alt3C, Alt6E (see Table 9 from R1-1905629)
Agreement
On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 

In this contribution, some additional evaluation results are provided as the supplement of the main contribution for rank 3/4 codebook design [2].

Evaluation for rank 3-4
Setting of (L, p)
In this section, the performance of Alt2B/3C/6E is compared. To ensure similar overhead for rank 2, 3 and 4, the value of p for rank 3 and 4 should be reduced to control the overhead of bitmaps. Typical values of p for Alt2B/3C/6E are as follows. Although there can be several parameters  for Alt6E, the parameter setting should be simple and complicated design with several parameters is not preferred.
Table 1. Detailed parameters for Alt2B/3C/6E.
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The performance of Alt2B/3C/6E is shown in Fig. 1. In the evaluation, the (L, p) values follows Table 1. For simplicity, all the 2K0 NZCs are allocated with fixed value of β for all layers for each RI. In other words, the number of NZCs per layer is proportional to the value of p per layer. Other parameters and assumptions are listed in the appendix. The performance of Alt2B/3C/6E for (L, p, β) = (4, 0.25, 0.5) is shown in Fig. 1 for low RU case with SU-MIMO and rank adaptation with up to rank 4. More detailed parameters are shown in Appendix. It can be observed that the three alternatives have similar performance with difference less than 1%. Such result is reasonable because all the alternatives have the same number of NZCs, which determines the accuracy of reported PMI. The performance-overhead trade-offs of Alt2B/3C/6E are illustrated in Fig. 2. Due to larger size of bitmaps, the trade-off of Alt2B is a little worse than Alt3C and Alt6E.
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Figure 1. Performance comparison of Alt2B/3C/6E.
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Figure 2. Performance-overhead trade-offs of Alt2B/3C/6E.
Observation 1: Alt2B/3C/6E have similar performance with difference less than 1%.

Setting of K0
On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 
For Alt0, the UE implementation for NZC allocation affects the performance. The following schemes for NZC allocation across layers are considered.
· Scheme 1: largest amplitude across all layers
· Scheme 2: largest amplitude * lambda across all layers, where lambda is the eigenvalue of each layer
· Scheme 3: largest amplitude across all layers, at least K0/4 coefficients each layer
· Scheme 4: largest amplitude * lambda across all layers, at least K0/4 coefficients each layer
For Alt1, the fixed value of β with Alt6E is considered. The evaluation results are shown in Fig. 3. All the considered schemes for Alt0 performs even worse than the simple Alt1. Although the best performance for Alt0 with well-designed algorithm is better than that of Alt1, the well-designed algorithm is not obvious and algorithms not so good may lead to performance loss.
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Figure 3. Performance comparison of Alt 1 and different schemes of Alt0.
It is hard to convince with a better performance of Alt 0 with respect to Alt 1, i.e. how to properly allocate NZP among layers. And somewhat, Alt 0 may leads to performance loss by cross-layer optimization. Take scheme 1 as an example, since the weights for different layers are equal, sometimes the fourth layer keeps too many coefficients and the first layer has a poor approximation. However, tuning the weights for different layers is not easy and may lead to UE complexity. Alt 1 more robust for difference case with a relatively stable performance.
To mitigate UE complexity, it is more desirable to have layer independent quantization by which the restriction of K0 can be hard-coded into each layer of rank 3 and 4 to prevent some odd cases used by the UE.
Observation 2: The gain or benefit of Alt0 over Alt 1 is unclear yet. Alt 1 with fixed ratio/distribution of NZ coefficients across all ranks and all layers seems to have better performance and robustness of quantization from the perspective of UE implementation.

Evaluation of different parameters
For Alt6E, the performance-overhead trade-off for different parameters are shown in Fig. 4. The performance of Rel-15 Type I is 100%. It can be observed that the cases with L=4 have around 20% performance gain over Type I, while the cases with L=2 has 10-15% performance gain over Type I. However, L=2 leads to a significant performance degradation compared with L=4, which is because for rank 4 case the approximation of four layers using two spatial beams is not accurate enough and may lead to non-orthogonality across different layers.
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Figure 4. Performance-overhead trade-offs for Alt6E.
Observation 3: For high rank, performance loss is observed for L=2 compared with L=4 for similar overhead.

Conclusions
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]The contribution discusses the codebook design or enhancement for Rel-16, based on which the following observations are made.
Observation 1: Alt2B/3C/6E have similar performance with difference less than 1%.
Observation 2: The gain or benefit of Alt0 over Alt 1 is unclear yet. Alt 1 with fixed ratio/distribution of NZ coefficients across all ranks and all layers seems to have better performance and robustness of quantization from the perspective of UE implementation.
Observation 3: For high rank, performance loss is observed for L=2 compared with L=4 for similar overhead.
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Appendix
	Parameters
	Dense Urban (Macro layer only)

	Duplex mode
	FDD

	Carrier frequency
	4GHz

	Subcarrier spacing
	15kHz for 10MHz

	System bandwidth
	10MHz (13 subbands, 4 PRBs for each subband)

	Layout
	Hexagonal grid, 3 sectors per site, 19 macro sites

	Channel model
	SCM-3D-UMa

	Inter-BS distance
	200m

	Minimum distance
	35m

	BS antenna height
	25m

	BS Tx power
	41dBm

	BS antenna configuration
	 (M, N, P, Mg, Ng, Mp, Np) = (8,8,2,1,1,2,8), (dH, dV) = (0.5, 0.8) λ

	UE antenna configuration
	(M, N, P, Mg, Ng, Mp, Np) = (1,2,2,1,1,1,2); 
the polarization angles are 0 and 90

	UE distribution
	80% indoor, 3km/h; 20% outdoor, 30km/h

	UE receiver
	MMSE-IRC

	MIMO scheme
	SU -MIMO

	Scheduler
	PF

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Feedback assumption
	Realistic

	Channel estimation
	Realistic
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