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Introduction
In RAN1#96bis, the following agreements have been made on the DFT based Type II compression CSI enhancements for MU-MIMO [1].
Agreement
Table 1 of R1-1905629 is agreed for the support of UCI parameters for MU-CSI 
Agreement
On RI=3-4 extension:
· K0 setting: agree on supporting Alt1, i.e. total max # NZ coefficients across all layers ≤ 2K0 where the K0 value set for RI{1,2} 
· FD basis subset selection: agree on layer-specific subset selection
· Coefficient subset selection: agree on layer-specific subset selection
Agreement
SD basis subset selection is layer-common
Agreement
 On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following alternatives: 
· Alt2B, Alt3C, Alt6E (see Table 9 from R1-1905629)
Agreement
Support L=6 for the following combinations of p and beta
· p value equals to 1/4, beta value equals to {1/4, ½, 3/4}
· p value equals to 1/2, beta value equals to 1/4
Above applies only for the case of 32 ports, rank 1 or 2, R=1
Note that the payload size for L=6 should not exceed that of Rel-15 type-2 codebook
The above feature is UE optional
FFS: Further specification support to relax UE processing complexity
Agreement
On “zero” in the reference amplitude value set, “zero” is removed and the associated code point is designated as “reserved”. 
· Note: “Reserved” implies that the associated code point is not used in reference amplitude reporting or, at least in Rel-16, any other purpose(s)
Agreement
On the value of N3 for (N3=NSB×R)>13:
· For Alt1: 
· Identify alternatives for padding schemes in RAN1#97 (Reno)
· Select one from the alternatives for padding scheme by RAN1#98 (Prague)
· For Alt2: 
· Identify alternatives in RAN1#97 (Reno)
· Select one from the alternatives by RAN1#98 (Prague)
Agreement
On the choice of oversampling factor O3, agree on O3=1
· The rotation factor q3 is therefore not needed
The previous working assumption on O3 is reverted
Agreement
The scheme for indicating the number of NZ coefficients (NZC) will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt1.1: RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}
· Alt1.3: RI + differential of # NZC summed across layers 
· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)
· Alt1.4: RI + per-layer differential # NZC 
· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)
Agreement
For RI=3-4, the bitmap design will be chosen from the following alternatives in RAN1#97 (Reno):
· Alt2.1: 2LMi bits per layer, i=0, 1, …, (RI-1)
· Alt2.2: One joint bitmap 1 for all layers, where an indicator bit is 1 if at least one of the RI layers has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)   
· Alt2.2B: Bitmaps 1 for each layer, where an indicator bit is 1 if at least one of the RI beams has non-zero coefficient (UCI part 2) + Additional bitmap 2 (or, alternatively, a combinatorial indicator) indicating which layer(s) have either non-zero or zero coefficient(s) (UCI part 2) + Bitmap 2 (or, alternatively, a combinatorial indicator) size indicator (UCI part 1)
· Alt2.3: LMi bits for the layer in which the weaker polarization is dropped (else 2LMi bits) + up to 4-bit bitmap to indicate the layer where the weaker polarization is dropped (UCI part 1); i=0, 1, …, (RI-1) 
Agreement

For RI=1, strongest coefficient indicator (SCI) is a -bit indicator. For RI>1, SCI design will be chosen from the following alternatives in RAN1#97 (Reno):  
· 
Alt3.1 (applicable to Alt1.2): Per-layer SCI, where SCIi is a –bit indicator (i=0, 1, …, (RI-1))
· 
Alt3.2 (applicable to Alt1.1): Per-layer SCI, where SCIi is a –bit indicator
· 

Alt3.3: Per-layer SCI, where SCIi is a –bit or  indicator (i=0, 1, …, (RI-1))
· 
Alt3.4: Per-layer SCI, where SCIi is a –bit (i=0, 1, …, (RI-1))
Agreement

SD basis subset selection indicator is a -bit indicator.
Agreement
On FD basis subset selection indicator, the design will be chosen from the following alternatives in RAN1#97 (Reno):
· 

Alt5.1: FD basis subset selection indicator is per layer where it is a -bit indicator or -bit indicator or size-N3 bitmap, (i=0, 1, …, (RI-1))
· Alt5.2: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and N3’ is either reported in UCI part 1 or fixed in specification or higher-layer configured, and the intermediate set in UCI part 2
· 
Minitial indicated by  (or other values) bits indicates starting point of the intermediate FD basis set. The FD basis in this intermediate set is given by mod(Minitial+n,N3), n=0,1,..,N3’-1
· 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer 
· Alt5.3: Two-step FD basis subset selection where 
· The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) selected from multiple higher-layer configured intermediate sets and the value of N3’ is indicated in UCI part 1 
· 
The 2nd step uses -bit indicator to indicate the FD basis used for each layer 
· Alt5.4: FD basis subset is selected as mod(Mi_initial + n,N3), n=0,1,..,Mi–1
· The subset selection is done per layer
· 

Alt5.5: The intermediate FD basis subset of size is higher layer configured per rank, and  is not reported in UCI part 1.
· 
FFS: FD basis subset of size  per rank
· 


The UE reports -bit bitmap or or  bit indicator to indicate the FD basis used for each layer 
1. Alt5.6: Two-step FD basis subset selection where
5. The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is either fixed or higher-layer configured
0. 
The FD basis in this intermediate set is reported either by N3-bit bitmap or  bit indicator
5. 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer
1. Alt5.7: Two-step FD basis subset selection where
6. The 1st (intermediate) step uses an intermediate FD basis set of size-N3’ (N3’≤ N3) and the value of N3’ is indicated in UCI part 1
0. 
The FD basis in this intermediate set is the union of FD basis for all layers, and is reported bybit indicator
6. 
The 2nd step uses either N3’-bit bitmap or -bit indicator to indicate the FD basis used for each layer
1. Alt5.8: 
7. For RI > 2, two-step FD basis subset selection
0. 
The 1st (intermediate) step uses an intermediate set of size-N3’ (N3’=) 
0. Intermediate set is the union of FD basis for all layers, and is reported by size-N3 bitmap
0. The 2nd step uses size-N3’ bitmap to indicate the FD basis used for each layer
7. For RI < 3, FD basis subset selection indicator is per layer where it is a size- N3 bitmap
Agreement
On RI=3-4 extension, with the agreed total max # NZ coefficients across all layers ≤ 2K0 where the K0 value (hence β) set for RI{1,2}, the scheme for determining the # NZC per layer will be chosen from the following alternatives in RAN1#97 (Reno):
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 
In this contribution, we give our views on the remaining details of Type II CSI enhancements for MU-MIMO.
Type II overhead reduction
Based on the NR Rel-15 Type II codebook, the linear combination of spatial DFT basis vectors is used to generate precoder of each frequency-domain unit. The precoder of each layer and frequency-domain unit can be expressed as follows.

where s is the FD unit index,  are the L wideband spatial domain basis (beam) vectors applied on each polarization, and  is the combination coefficient of beam l in FD unit s.
DFT-based FD compression scheme utilizes the frequency-domain correlation among the combination coefficients. As shown in Fig. 1, the combination coefficient of beam l across all the FD units is expressed as follows.

where DFT vectors  are the M FD basis vectors and  is the coefficients for beam l and FD vector m after compression. Due to the correlation of coefficients before compression, M is set to be smaller than 2L, and the overhead to feedback DFT vectors  is relatively low. Hence overhead reduction can be achieved.


Fig. 1 DFT based FD compression approach
For the completeness of the DFT based FD compression codebook, the following remaining details are to be decided:
· For the case that , to solve the DFT size issue, support segmentation or padding
· FFS point on further UE complexity relaxation for L=6
· Codebook subset restriction
· UCI design details
We discuss the above issues in the following subsections. 
2.1 N3 value: Segmentation v.s. padding
One issue related to the frequency property of Type II compression feedback is the length of DFT based FD basis vectors, i.e., one FD compression is performed across the entire BW or one segment of the BW. 
Similarly as the design of the UL transform precoding, the DFT size of the FD compression should be multiples of 2, 3 and 5 to reduce the complexity of UE hardware design, esp. when large number of FD units are contained in the CSI reporting band. To achieve that the allowed N3 values are multiples of 2, 3 and 5, two approaches, shown in Fig. 2, are proposed as given in the agreements of RAN1 NR Ad Hoc 1901.
[image: ]
Fig. 2 Padding and segmentation
· Alt 1 (Padding): N3 is smallest multiple of 2, 3, or 5 which is . UE will pad  FD units to the CSI reporting band. How to generate the channel coefficients of the padded FD units is up to UE implementation, but the location of the padded FD units needs to be specified. gNB will extract the precoder of the original FD units according to the specified location of padded FD units. 
· Alt 2 (Segmentation): N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Specifically, the first segment includes FD unit 1 to FD unit Y, and the second segment includes FD unit  -Y+1 to , where Y is the smallest number larger than , which only has 2, 3 or 5 as prime factor(s). A DFT compression is performed on each segment.
In theory, as gain of overhead reduction based on DFT compression comes from the frequency correlation of the coefficients in Rel-15 Type II codebook, the correlation can be quite weak for the two FD units with large BW gap in between. Further, interference is also frequency-selectivity in the whole BW. Hence dividing the whole BW into two segments can guarantee that in each segment, the good correlation among the FD units in each segment can provide good compression performance.
It’s hard to guarantee the performance of padding. The typical way to pad the coefficients is to copy the coefficients of the edge FD units in the original CSI reporting band. Padding these artificial coefficients in the added FD units will change the channel profile, which will impact the performance of the original CSI reporting band.
From the perspective of specification effort, Alt 1 needs to describe the location of the padded FD units, whereas Alt 2 needs to define the start and end of each segment. The specification impact of these two alternatives is similar. 
From UE complexity perspective, segmentation will reduce the total number of DFT size that UE needs to implement, i.e., UE does not needs to implement large DFT size. Further, comparing two DFT processes with smaller size and one DFT process with larger size, the former is simpler as the complexity of DFT processing is O(NlogN) for FFT or O(N^2) without fast algorithm. 
Observation 1: Compared with segmentation, the spec impact and UE complexity of padding is not lower.
In last meeting’s discussion, there is one argument that one can implement segmentation by configuring two report settings. However, for UE with just one CPU per CC, it needs to be triggered twice to feed back a full CSI of the entire bandwidth. The caused extra latency will defeat the benefit of the high-resolution CSI. Hence configuring two report settings cannot fulfill the requirement to let gNB acquire the real-time and full-BW high-resolution CSI.
We compare the performance-overhead of these two alternatives in Fig. 3. We simulate the case of 20 MHz and 50 MHz with 30 kHz SCS and R = 2. The number of FD units in the CSI reporting band is 26 for 20MHz and 34 for 50MHz. The start and end of each segment are defined as in the above description of Alt 2, i.e., (1-15)+(12-26) for 20MHz and (1-18)+(17-34) for 50 MHz. For Alt 2, padding is performed as follows
· 0+1 for 20MHz, where 0 FD units are padded before the first FD unit, and 1 FD units are padded after the last FD unit with coefficients come from FD unit 26
· 1+1 for 50MHz, where 1 FD units are padded before the first FD unit with coefficients come from FD unit 1, and 1 FD units are padded after the last FD unit with coefficients come from FD unit 34.
In the plots, each curve consists of p=1/4 and p=1/2, where .
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(a) 20 MHz
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(b) 50 MHz
Fig. 3 Padding vs. segmentation 
It can be observed that
· Segmentation can achieve more than 5% performance gain over padding.
· The overhead of segmentation and padding depends on how many overlapped FD units exist in the two segments and how many FD units to be padded. For small L value, p value or  value, the overhead difference is very small.
· In general, segmentation outperforms padding in the performance-overhead trade-off curve.
Observation 2: Segmentation can provide performance gain and better Performance-Overhead trade-off over padding. The performance gain of segmentation over padding can be more than 5%. 
Proposal 1: When , segment the CSI reporting band into 2 parts. The first segment includes FD unit 1 to FD unit Y, and the second segment includes FD unit  -Y+1 to , where Y is the smallest number no smaller than , which only has 2, 3 or 5 as prime factor(s). A DFT compression is performed on each segment.
2.2 UE complexity on the support of L = 6
One FFS point on the support of L=6 is whether to have further relaxation on UE complexity. In last meeting’s contribution [3], we have shown that supporting L=6 is beneficial at least of 32 ports. Meanwhile, L=6 brings high UE complexity. L=6 will bring more coefficient to be compressed and more CSI payload to be reported. Hence it requires UE more buffer and calculations to process the uncompressed and compressed coefficients.
To further relax UE processing complexity and make L=6 more friendly for UE implementation, some restrictions to reduce UE complexity is needed. One solution is to restrict that the CSI report with L=6 configured occupies two CPUs. As CPU is a good quantization on UE’s processing resource management, which reflects the memory and computation resources to process the target precoders and coefficients, we think let L=6 occupy two CPUs is beneficial to reduce UE complexity.
Proposal 2: For the CSI report with L=6 configured, it occupies two CPUs.
2.3 Codebook subset restriction
In previous RAN1 meeting, it has been agreed that codebook subset restriction (CSR) is supported for the new codebook based on FD compression. One FFS point here is to whether CSR on both FD basis vectors and spatial beams is supported. 
The basic function of CSR is to avoid inter-cell interference. The granularity of codeword restricted by CSR decides the gNB flexibility of performing interference management. In NR Rel-15 Type II codebook, the flexibility is quite high as gNB can not only restrict the spatial beam directions but also the power of each beams. As the Rel-16 FD compression codebook is an enhancement of the Rel-15 Type II codebook, we shall guarantee that the flexibility of Rel-16 CSR cannot be lower than the Rel-15 Type II codebook CSR. The CSR on FD basis vectors provides this flexibility.
Observation 3: CSR on spatial beams only cannot achieve the same level of flexibility for interference management as Rel-15 Type II codebook CSR.


Fig. 4 Illustration of CSR on FD basis and spatial beams
The rationale of how CSR on FD basis vectors provides flexibility of interference management is depicted in Fig. 4. As a matter of fact, spatial beams are selected for the major clusters in the channel, whereas the FD basis vectors are selected for the major delay taps of each spatial cluster. Among the selected delay taps, some of the delay taps are strong enough to cause interference, while some of them may not impact the UEs in other cells. For example, for a group of UEs in the neighboring cell, for the three delay taps in the beam of each cluster, the first two are strong enough to interfere this group of UEs, whereas the delay tap t3 is relatively weak which does not cause significant interference. Hence gNB can still allow the UEs in its cell to select t3 if it is still stronger than the delay taps in other clusters’ beams, instead of forbidding the UEs in its cell to select the whole cluster.
In addition, since some frequency correlation knowledge can be obtained from channel reciprocity in some scenarios, some candidate spatial beams and frequency domain basis functions/vectors can be restricted by configuring a subset of basis, e.g. via gNB configuration of codebook subset restriction, to avoid the frequency correlation functions which are not preferred by gNB. This can also potentially reduce UE processing provided that smaller subset is used.
Another aspect is that in frequency domain, some of the delay taps are located outside the CP, which makes these delay taps are purely inter-symbol interference. Hence gNB can use CSR on FD domain basis vectors to filter some delay taps outside the CP, so that UE will not select some delay taps which should be avoided due to the limit of CP length.
Based on the above analysis, we have the following proposal.
Proposal 3: For the DFT based compression codebook, the restriction on both FD domain basis vectors and spatial beams is supported in CSR.
2.4 UCI design
Based on previous discussions, the detailed solutions for the following UCI parameters needs to be decided.
· Indication on the number of non-zero coefficients (NNZCI) and RI
· Bitmap indicating locations of NZ coefficients
· SCI
· FD basis subset indicator (FDSI)
 We give our views on the design of UCI parameters in this subsection. 
2.4.1 NNZCI and RI
For the reporting of RI and NNZCSI, the following alternatives have been identified.
· Alt1.1: RI + # NZC summed across layers where # NZC = {0, 1, 2, …, 2K0} (if sufficiency indicator is supported) or {1, 2, …, 2K0}
· Alt1.2: Per-layer # NZC without RI where # NZC = {0, 1, 2, …, K0}
· Alt1.3: RI + differential of # NZC summed across layers 
· Differential means fraction of 2K0 with smaller number of possible values compared to the regular # NZC (in Alt1.1)
· Alt1.4: RI + per-layer differential # NZC 
· Differential means fraction of K0 with smaller number of possible values compared to the regular # NZC (in Alt1.2)
NNZCI
Among these alternatives, the first issue is whether NNZCI indicates per-layer number of NZ coefficients, or total number of NZ coefficients across layers. 
Alt A: NNZCI indicates per-layer number of non-zero coefficients. 
Alt B: NNZCI indicates the total number of non-zero coefficient across all the layers. 
For Alt A, the detailed bitwidth depends on whether we have a per-layer K0 restriction on number of NZ coefficients for rank 3-4. Specifically, if we have a per-layer restriction on number of NZ coefficients, the bitwidth of NNZCI is Rmax*ceil(log2K0), otherwise, the bitwidth is Rmax*ceil(log2(2K0)), where, Rmax is the maximum allowed rank configured by RI restriction. 
For Alt B, the bitwidth is equal to or smaller than ceil(log2(2K0)) for rank 1-4. Specifically, we can further reduce overhead if we keep the Rel-15 principle of NNCZI bitwidth depending on RI restriction. For example, if only rank 1 is allowed by RI restriction, the bitwidth of NNZCI is ceil(log2K0). Otherwise, the bitwidth of NNZCI is ceil(log2(2K0)).
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(a) Per-layer K0 restriction
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(b) Cross-layer 2K0 restriction
Fig. 5 Comparison of overhead bits for Alt A and Alt B in Rank 2 and Rank 4
Comparing Alt A and Alt B, the overhead of Alt B is smaller as shown in Fig. 5, where the X-axis is the K0 value, and the Y-axis is the number of overhead bits. We compare the two different alternatives in two cases, i.e., per-layer K0 restriction and 2K0-restriction on total number of NZ coefficients across layers. In both cases, Alt B can achieve significant overhead reduction than Alt A. For the first case, the achieved overhead reduction for Alt B can be more than 10 bits. The overhead reduction for the 2nd case is even more significant, which is up to 20 bits. 
Observation 4: For either per-layer K0 restriction or across-layer 2K0 restriction, using indication of total number of NZ coefficients across layers can save up to 10-20 bits in Part 1, compared with per-layer indication of NZ coefficients. 
Whether to report RI
Two proposals are proposed for RI. 
Alt A: RI is reported.
Alt B: RI is not reported, but derived from other CSI parameters, e.g., per-layer NNZCI
We think it’s better to report RI independently. A small difference in RI value will cause more performance loss than a small difference in PMI values. Specifically, if we derive RI from other CSI parameter, a small difference caused by detection error of this parameter may results in the difference of RI. On the other hand, if RI is independently reported, the RI value can provide additional information for gNB scheduling. For example, if the RI value does not match with what derived from other parameters, gNB can perform more conservative scheduling to avoid large performance loss.
The overhead of RI is very limited if we use the Rel-15 approach, i.e., the bitwidth depends on allowed rank values based on RI restriction. The overhead is smaller or equal to 1 bit for rank 1-2. Further, in our previous contribution [4], we have shown through system-level simulation and analysis that configuring RI restriction is beneficial to solve the issue of UE performance reduction in cell edge for rank 3-4 codebook. Hence we propose to report RI following Rel-15 approach.
Differential or not
The last issue on Alt 1.1-1.4 is whether to report number of NZ coefficients in differential manner. When performing differential reporting of NNZCI is to report the ratio between number of NZ coefficients and K0 or 2K0 value. The intention of introducing differential reporting is to reduce overhead as the ratio candidates can just include several configured ones. However, as the amplitude alphabet does not include 0, we will force some non-zero values to be zero, or some zero values to be non-zero, by doing this differentially. Large performance loss will be introduced. Hence we don’t think we should support this differential reporting on NNZC.
Based on the above discussion, we have the following proposal.
Proposal 4: For NNZCI and RI reporting, support Alt 1.1.  
· For a rank-R CSI report, NNZCI indicates the total number of non-zero coefficient across the R layers.
· If only rank 1 is allowed by RI restriction, bitwidth of NNZCI is ceil(log2K0).
· If more than rank 1 is allowed by RI restriction, bitwidth of NNZCI is ceil(log2(2*K0)).
· RI is reported following Rel-15 approach, i.e., the RI bitwidth depends on allowed rank values based on RI restriction.
2.4.2 Bitwidth of SCI
The following four alternatives are proposed for SCI.
Alt A: SCI is per-layer indicated, and the bitwidth is ceil(log2(Knz)), where Knz is the actual number of non-zero coefficients per-layer.

Alt B: Per-layer SCI, where SCIi is a –bit indicator.
Alt C: SCI is per-layer indicated, and the bitwidth is ceil(log2(K0)) or ceil(log2(2K0)).

Alt D: Per-layer SCI, where SCIi is a –bit (i=0, 1, …, (RI-1))
In order to use Alt A, gNB needs to know the number of Knz per layer, which causes more overhead for Part 1 as we analyzed above. Of course using K0 will waste some states compared to using Knz for SCI. But the overhead is the same unless fewer than K0/2 coefficients are non-zero, which can barely be observed, since otherwise gNB can just configure a smaller K0.
Whether to support Alt B or Alt C depends on whether per-layer K0 restriction for number of NZ coefficients is supported or not for rank 3 and 4. If per-layer K0 restriction is supported, using Alt C with bitwidth of ceil(log2(K0)) is simple and efficient. Otherwise, if the restriction is just that total number of  NZ coefficients cannot exceed 2K0, Alt B is more efficient than using ceil(log2(2K0)). 
Regarding Alt D, where SCI bitwidth depends only on the number of SD beams, the intention is to let UE perform cyclic shift so that the strongest FD component is always the first FD component. The rationale is that a cyclic shift on all the selected FD components is just a phase shift of the precoder in each sub-band, which does not impact performance. We think the rationale is correct and this scheme works. But the benefit of Alt D compared with other more straight-forward approaches is not significant. For example, in Alt C, , so the saving of Alt D is about  per layer, which is about 1-3 bits. Hence the overall saving is around 10 bits for rank 4 in Part 2, which seems marginal as the total Part 2 overhead can be more than 400 bits. Hence we prefer more straight-forward solution like Alt B or C.
Proposal 5: SCI is per-layer indicated, and the bitwidth is 
· ceil(log2(K0)) for each layer if per-layer K0 restriction is supported for NZ coefficients of rank 3 and 4.
· 
 for each layer if per-layer K0 restriction is not supported for NZ coefficients of rank 3 and 4
2.4.3 FD basis subset indicator (FDSI)
Seven alternatives have been proposed in last meeting. They can be classified into the following three categories.
· Cat.1 Free selection (Alt 5.1)
· Cat.2 Fixed selection (Alt 5.4)
· Cat.3 Two-step selection
[bookmark: _GoBack]For two-step selection, if all N3’, M_inital and FD components in the second step are reported by UE, the maximum report overhead is not decreased compared with one-step free selection. Sometimes it even increases the maximum overhead. For overhead reduction, maximum overhead is more important than average overhead, since gNB needs to rely on maximum overhead to do resource allocation. If maximum overhead is not reduced, it’s not helpful for overhead reduction. In addition, if some components among N3’, M_inital and FD components in the second step are configured by gNB, it may introduce performance reduction compared with UE free selection. 
For fixed selection, it seems to restrict that the selected FD components are contiguous, which will decrease the system performance compared to free selection.
Proposal 6: For FD basis subset selection, support free selection (Alt 5.1).
2.4.4 Other parameters
There are other parameters proposed to be reported in Part 1, including sufficiency indicator, M’ and indicator of size of the bitmap(s). The benefit of reporting these parameters is not clear to us. Further, we think the decoding performance of UCI Part 1 is a very critical issue. If UCI Part 1 is not decoded correctly, Part 2 cannot be correctly decoded as well. Hence putting too many parameters/payload in Part 1 will have negative impact on the reception performance, as well as the coverage of CSI reporting. It’s not desired to put unnecessary parameters in UCI Part 1. 
Another issue is the design of bitmap indication. The simplest one is to use 2LM-size bitmap to indicate the locations of NZ coefficients per layer, which is very straight-forward. Other alternatives use 2-step bitmap and require extra indication in Part 1 to indicate the size of the second-step bitmap. These alternatives complicate the UCI design in both Part 1 and Part 2 with unclear benefit. Therefore we support the proposal of using size-2LM bitmap to indicate the NZ coefficient locations per layer. 
Proposal 7: Do not support the report of sufficiency indicator, M’ and indicator of size of the bitmap(s) in UCI Part 1. Bitmap size of NZ coefficient location indication is 2LM per layer.
Higher rank support for Type II
In RAN1#96, it has been agreed that the Type II compression codebook is to be extended to support rank 3 and 4. To control the overhead, the overhead or rank 3 and 4 should be comparable to the rank 2 overhead. Further, the total number of non-zero coefficients of rank 3 and 4 does not exceed the total number of maximum non-zero coefficients of rank 2, i.e., 2K0. The remaining major issues of rank 3-4 support of Type II CSI include the following.
· Detailed solution of (L,p) setting
· Whether to support per-layer K0 restriction
3.1 (L, p) settings
In RAN1#96bis, the candidate solutions to rank 3-4 extension have been reduced to the following three alternatives.
· Alt 2B: Adjust p value with RI-common and Layer-specific setting, 
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· Alt 3C: Adjust p value with RI-common and Layer-common setting for rank 3-4
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· Alt 6E: Adjust p value with RI-specific and Layer-specific setting
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It can be observed that only the approaches to adjust p value survive due to their limited reduction of performance. 
One important aspect on the above alternatives is whether we need layer-specific selection of p values. Layer-specific p values means that layer 1 or 2 have higher priority than layer 3 or 4. More overhead, i.e., larger p values, are used for quantization of precoding vectors in layer 1 or 2. This approach assumes UE will perform SVD to derive the precoders, and the lower layers are stronger than higher layers. However, 
· for SVD based algorithm, it will give different artificial weights to different layers in the RI/PMI calculation. This weighting cannot always be optimal to match the real channel, and may bring negative impact compared to uniform distribution, i.e., layer-common design. Uniform distribution is the statistical-optimal solution when the real channel is not known by the gNB. For example, the UE selection of RI may be impacted, i.e., the selected RI may not be the best to reflect the real channel. In our previous contribution [5], we observe that the layer-specific setting, which does not match the real channel, brings negative impact at least on rank selection.
· the assumption may not be true in some other algorithms. For example, if UE uses ZF or MF precoder for calculating CSI, which is much simpler than SVD, the lower layers are not necessarily stronger than higher layers.
3.2 Whether to support per-layer K0 restriction
In last meeting, the following two alternatives are proposed on whether to support per-layer K0 restriction on top of the restriction of total number across layers.
· 
Alt0. KNZ,i is unrestricted as long as 
· 
Alt1. KNZ,i≤K0 as long as 
Comparing Alt 0 and Alt 1, Alt 0 leaves the selection of NZ coefficients solely to UE, whereas Alt 1 restricts further on number of NZ coefficients per layer.
For Alt 0, there is no  value defined for rank 3-4. UE selects up to 2K0 strongest coefficients among all the coefficients across all the layers.
How to achieve Alt 1 may include different approaches, which may be also related to different alternatives among Alt 2B, Alt 3C and Alt 6E. Generally, the following two ways can be identified.
· Alt 1-1: KNZ,i≤K0 with RI-specific and layer-common  values for rank 3-4
· Alt 1-2: KNZ,i≤K0 without defining  value for rank 3-4
For Alt 1-1, gNB would configure a layer-common and RI specific  value to guarantee that for the p/L value of a particular rank, 
· the per-layer number of NZ coefficients does not exceed K0 value for rank 1-2,
· the total number of NZ coefficients across layers does not exceed 2K0 

For example, for Alt 3C, if we set ,  value for rank 3 can be , and  value for rank 4 can be , so that KNZ,i≤K0 and , where  is the  value configured for rank 1-2.
For Alt 1-2, there is no  value defined for rank 3-4. The coefficient subset selection is implemented in the following two steps.
· Step 1: UE selects up to K0 strongest NZ coefficients for each layer.
· Step 2: UE selects up to 2K0 strongest NZ coefficients among all the Rank*K0 coefficients selected by Step 1. 
We evaluate different alternative combinations of the above design aspects in the companion contribution [2] through SLS. The evaluated cases include {Alt 2B, Alt 3C, Alt 6E} in combination with {Alt 0, Alt 1-1, Alt 1-2}. The observations can be summarized as follows.
Observation 5: 
· Among Alt 2B, Alt 3C and Alt 6E
· Alt 2B costs larger overhead than the other two, without clear performance gain.
· Alt 6E does not provide performance gain over Alt 3C. The performance of these two is very close. In some cases, Alt 3C even performs slightly better. It implies that layer-specific setting does not provide gain over layer-common setting.
· Alt 3C is simpler than the other two in terms of codebook structure and configuration parameters.
· Regarding per-layer K0 restriction
· Alt 0 (do not support per-layer K0 restriction) and Alt 1-2 (support per-layer K0 restriction w/o  value for rank 3-4) perform quite similarly at least for Alt 3C, and Alt 1-1 (support per-layer K0 restriction by adjusting ) has a bit performance loss.
· Complexity and simplicity of Alt 0 and Alt 1-2 is similar.
Based on the above observations, we can find out that among all the alternatives, Alt 3C can achieve very good performance with simple extension from rank 1-2. We just need to configure one more parameter for rank 3-4. To control the overhead of bitmap and NZ coefficients, the p value for rank 3-4 should be smaller than the p value for rank 1-2. Hence the simplest way is to let p value for rank 3-4 to be a fraction of p value for rank 1-2, where the fraction value is configured in RRC.
Proposal 8: For rank 3-4 Type II compression codebook, support Alt 3C, i.e., RI-common and layer-common p value
·  p value for rank 3-4 is a fraction of p value for rank 1-2, where the fraction value is configured in RRC
· 
Support Alt 0 (KNZ,i is unrestricted as long as ) or Alt 1-2 (KNZ,i≤K0 without defining  value)  for rank 3-4.
Conclusion
In this contribution, we discuss remaining issues in Type II enhancement for MU-MIMO. Based on the discussion and evaluation, we have the following observations and proposals.
Observation 1: Compared with segmentation, the spec impact and UE complexity of padding is not lower.
Observation 2: Segmentation can provide performance gain and better Performance-Overhead trade-off over padding. The performance gain of segmentation over padding can be more than 5%. 
Observation 3: CSR on spatial beams only cannot achieve the same level of flexibility for interference management as Rel-15 Type II codebook CSR.
Observation 4: For either per-layer K0 restriction or across-layer 2K0 restriction, using indication of total number of NZ coefficients across layers can save up to 10-20 bits in Part 1, compared with per-layer indication of NZ coefficients.
Observation 5: 
· Among Alt 2B, Alt 3C and Alt 6E
· Alt 2B costs larger overhead than the other two, without clear performance gain.
· Alt 6E does not provide performance gain over Alt 3C. The performance of these two is very close. In some cases, Alt 3C even performs slightly better. It implies that layer-specific setting does not provide gain over layer-common setting.
· Alt 3C is simpler than the other two in terms of codebook structure and configuration parameters.
· Regarding per-layer K0 restriction
· Alt 0 (do not support per-layer K0 restriction) and Alt 1-2 (support per-layer K0 restriction w/o  value for rank 3-4) perform quite similarly at least for Alt 3C, and Alt 1-1 (support per-layer K0 restriction by adjusting ) has a bit performance loss.
· Complexity and simplicity of Alt 0 and Alt 1-2 is similar.
Proposal 1: When , segment the CSI reporting band into 2 parts. The first segment includes FD unit 1 to FD unit Y, and the second segment includes FD unit  -Y+1 to , where Y is the smallest number no smaller than , which only has 2, 3 or 5 as prime factor(s). A DFT compression is performed on each segment.
Proposal 2: For the CSI report with L=6 configured, it occupies two CPUs.
Proposal 3: For the DFT based compression codebook, the restriction on both FD domain basis vectors and spatial beams is supported in CSR.
Proposal 4: For NNZCI and RI reporting, support Alt 1.1.  
· For a rank-R CSI report, NNZCI indicates the total number of non-zero coefficient across the R layers.
· If only rank 1 is allowed by RI restriction, bitwidth of NNZCI is ceil(log2K0).
· If more than rank 1 is allowed by RI restriction, bitwidth of NNZCI is ceil(log2(2*K0)).
· RI is reported following Rel-15 approach, i.e., the RI bitwidth depends on allowed rank values based on RI restriction.
Proposal 5: SCI is per-layer indicated, and the bitwidth is 
· ceil(log2(K0)) for each layer if per-layer K0 restriction is supported for NZ coefficients of rank 3 and 4.
· 
 for each layer if per-layer K0 restriction is not supported for NZ coefficients of rank 3 and 4
Proposal 6: For FD basis subset selection, support free selection (Alt 5.1).
Proposal 7: Do not support the report of sufficiency indicator, M’ and indicator of size of the bitmap(s) in UCI Part 1. Bitmap size of NZ coefficient location indication is 2LM per layer.
Proposal 8: For rank 3-4 Type II compression codebook, support Alt 3C, i.e., RI-common and layer-common p value
·  p value for rank 3-4 is a fraction of p value for rank 1-2, where the fraction value is configured in RRC
· 
Support Alt 0 (KNZ,i is unrestricted as long as ) or Alt 1-2 (KNZ,i≤K0 without defining  value)  for rank 3-4.
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Appendix
Table 6-1 Simulation assumptions
	System level simulation parameters

	Scenarios
	TR38.901: 3D-Uma (200m) for overhead reduction; 3D-Umi for higher rank support

	Carrier frequency 
	4 GHz

	Simulation bandwidth
	DL 10 MHz unless specified 

	SCS
	15KHz unless specified 

	Antenna Spacing
	(dV,dH)=( 0.8λ, 0.5λ)

	NB antenna configurations
	32 ports:
(MTXRU, NTXRU, P) = (2, 8, 2)
(M,N,P,Mg,Ng)= (8,8,2,1,1)

	UE antenna configurations
	 Isotropic antenna gain pattern:
(M, N, P) = (1, 1, 2) or  (1, 2, 2)

	Transmission scheme
	SU/MU-MIMO adaption with max rank 2/4, total 4/8 layers

	Traffic model
	FTP 3 with packet size 0.5M byte

	CSI-RS
	Period is 5 ms and overhead is accounted.  

	Delay for scheduling and AMC
	4ms

	Scheduler
	PF

	Receiver
	MMSE-IRC

	HARQ Scheme
	Chase Combining

	Feedback Assumption
	
Non-ideal modeling of channel estimation, with error modeling is used.

	Handover margin 
	3dB 

	DL Overhead  calculation
	 2 OFDM symbols for PDCCH, 24 RE/PRB for DMRS

	Metric
	 Average and 5% tail UE  throughput; Per-rank PMI overhead; 
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