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Introduction
This version includes revision only on issues 2 and 6 from the previous FL summary [40].
Based on the agreements made in RAN1#96 [2] and the updated timeline (see section 3) informed with the WID [1], the following items will be summarized in this contributions to facilitate progress based on the submitted contributions ([5]-[39]), considering the outcome of email discussion [96-NR-08] ([4]) and offline email discussions led by the FL:
1. UCI content and design issues
2. Extension of DFT-based compression to RI=3 and 4: parameter setting and basis/coefficient subset selection
3. Support for L=6
4. Reference amplitude “zero”
5. Values of N3 for # units>13 
6. WA O3=4

[bookmark: _Ref529369566]Summary 
1 
2 
[bookmark: _Ref4994543]UCI content
An offline email discussion was started to progress on UCI content. The offline email discussion was concluded with the following observation and proposal:
Observation:
· The following UCI parameters have been agreed (either explicitly or directly implied from codebook design) where FFS indicates the need for further discussion to finalize the details

[bookmark: _Ref4589876]Table 1 List of agreed UCI parameters
	Parameter
	Location 
	Details/description

	# NZ coefficients
	UCI part 1
	FFS: Exact design (joint or separate across layer).
Currently two alternatives have been proposed:
Alt 1: RI + # NZC summed across layers
Alt 1-1: RI+ differential of # NZC summed across layers
Alt 2: Per-layer # NZC without RI
Alt3: RI+ per layer differential # NZC

	Wideband CQI
	UCI part 1
	Same as R15

	Subband CQI
	UCI part 1
	Same as R15

	Bitmap per layer
	UCI part 2
	RI=1-2: for layer l, size-
FFS: exact design for RI=3-4 (depending on subset selection)

	Strongest coefficient indicator (SCI)
	UCI part 2
	FFS: Exact design for all layers (bitwidth, etc.), depending on the exact design of # NZC indicator for higher rank, extending the existing agreement on SCI: “A -bit indicator for the strongest coefficient index ” 

	SD basis subset selection indicator 
	UCI part 2
	FFS: Exact design depending on decision for SD/FD basis parameter setup for RI=3-4

	FD basis subset selection indicator
	UCI part 2
	FFS: 
· Exact design depending on decision for SD/FD basis parameter setup for RI=3-4, 
· Exact bitwidth depending on various other factors such as restriction or basis selection mechanism

	LC coefficients: phase
	UCI part 2
	Quantized independently across layers

	LC coefficients: amplitude
	UCI part 2
	Quantized independently across layers (including reference amplitude for weaker polarization, for each layer)

	SD oversampling (rotation) factor q1, q2
	UCI part 2
	Values of q1, q2 follow Rel.15



· The following UCI parameters have been proposed and require further discussion  
· At least until RAN1#97 (Reno), additional proposals on UCI parameter can be made

[bookmark: _Ref4589936]Table 2 List of UCI parameters for further discussion
	Parameter
	Location 
	Details/description

	RI
	UCI part 1
	The need depends on the exact design of # NZ coefficients (NZC) indicator. Currently two alternatives have been proposed:
Alt 1: RI + # NZC summed across layers
Alt 2: Per-layer # NZC without RI

	M’
	UCI part 1
	Whether to report M’ ≤ M, e.g. # bits, values

	
	UCI part 1
	Whether to report ,  # bits, values. Note:  indicates the size of an intermediate FD basis set

	,  
	UCI part 1
	Whether to report , , # bits, values

	Size of the bitmap(s) in UCI Part2: Nb
	UCI part 1
	Whether to report Nb, #bits, values

	Indication of zero Pol-reference amplitude values 
	UCI part 1
	Indication for each layer the absence or not of bitmap associated with the coefficients of the weak polarization

	“Basis sufficiency” indication
	UCI part 1
	Whether to support this indication. Functionalities: 
· Indicating the sufficiency of the configured  and/or  values;
· FFS: indicating UCI part 2 is absence or partially absence or fully present. 
Currently there are two alternatives:
Alt1: implicit indication via # NZC=0 or # NZC>0;
Alt2: 1-bit explicit indication

	Indication of non-coefficient polarization
	UCI part 1
	4-bit indicator and each bit is used to indicate whether the weak polarization has no coefficient to be reported per layer

	FD oversampling (rotation) factor q3 
	UCI part 2
	Depending on the agreement for O3 (whether to confirm or abandon the WA)

	Indication of polarization with SCI
	UCI part 2
	Reported if indication of non-coefficient polarization is 1. For the layer within which no coefficient is reported in the weaker polarization, the size of bitmap is LM in UCI part 2 with additional 1-bit to indicate the polarization associated to that bitmap

	Indication of intermediate FD basis set
	UCI part 2
	An intermediate FD basis set that covers the union of FD basis selected across all layers. 
There are two alternatives
Alt1: -bit indication of a first FD basis in the intermediate set, i.e., , the intermediate set comprises FD basis with index , where .
Alt2: -bit bitmap indicating  FD basis are included in the intermediate FD basis set.



Proposal: On UCI parameters
· Confirm the agreed UCI parameters as described in Table 1
· In RAN1#96bis, identify alternatives for the FFS items during offline session
· In RAN1#96bis, continue to discuss the need for supporting the proposed UCI parameters in Table 2
· At least until RAN1#97 (Reno), additional proposals on UCI parameter can be made

RI=3 and 4: parameter setting and basis/coefficient subset selection
The following was agreed in RAN1#96 [2] and email discussion [96-NR-08] ([4]):
	For RI{3,4}, different layers are independently quantized just as RI=1 and 2

	On SD and FD basis selection for RI{3,4}
· The parameter R is layer-common and RI-common
· For the higher-layer setting of SD/FD basis parameters (L, p):
· Down select among the following alternatives for the higher-layer setting of SD/FD basis parameters (L, p):
· Alt1 RI-common for RI{1,2,3,4}, layer-common 
· Alt2 RI-common for RI{1,2,3,4}, layer-/layer-group-specific
· Alt3 RI-common for RI{3,4}, layer-common 
· Alt4 RI-common for RI{3,4}, layer-/layer-group-specific
· Alt5 RI-specific for RI{3,4}, layer-common
· Alt6 RI-specific for RI{3,4}, layer-/layer-group-specific
· Note: For RI=1 and 2, RI-common, layer-common setting has been agreed
· Note: No other alternatives will be considered

	From email discussion [96-NR-08] ([4]):
Agreement 1: On the L/p parameter setting for RI=3-4, consider/compare only the alternatives given in sections 2.1 to 2.6 (Alt1; 2A, 2B; 3A, 3B, 3C; 4A, 4B, 4C, 4D, 4E, 4F; 5A, 5B, 5C; 6A, 6B, 6C, 6D, 6E, 6F, 6G, 6H) – see [4] for details  
· No other alternative will be considered

Agreement 2: On selecting the scheme for the L/p parameter setting for RI=3-4, the following aspects need to be considered, and decided together or after the scheme selection:
· SD and/or FD basis subset selection for RI=3 and 4: layer-common vs. layer/layer-group-specific
· Fixed/pre-defined vs. configurable setting, whenever applicable
· Restriction on parameter setting and/or value range for L and/or p to control overhead 

	On the max # NZ coefficients for RI{3,4}, down select from the following alternatives (no other alternatives will be considered)
· Alt0. For RI{1,2,3,4}, there is only one β value 
· Alt1. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2})
· Alt2. For RI{3,4}, there is only one value of max # NZ coefficients per layer < K0 where the K0 value is set for RI{1,2}
· Alt3. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2}) where  is fixed and RI-specific
· FFS: value of  per agreement that the overhead for RI=3 or 4 should at least be comparable to RI=2 
· Alt4. For RI{3,4}, there is only one value of max # NZ coefficients per layer < K0 where the K0 value is set for RI{1,2} where  is fixed and RI-specific
· FFS: value of  per agreement that the overhead for RI=3 or 4 should at least be comparable to RI=2
· Note: For RI{1,2}, there is only one K0 value (=max # NZ coefficients per layer)



The views from different companies and available SLS results pertaining to the blue highlighted part can be summarized below.
[bookmark: _Ref535337903]Table 3 (L,p) setting for RI=3-4: summary of companies’ views
	Category (Alt)
	No. companies
	Companies

	1
	5
	Fraunhofer/HHI, NTT Docomo, Qualcomm (1st preference), ZTE

	2A
	1
	LGE

	2B
	4
	MediaTek, Nokia/NSB, Qualcomm (2nd preference)

	3A
	
	

	3B
	
	

	3C
	6
	Ericsson, MotM/Lenovo, OPPO, ZTE, Qualcomm (3rd preference)

	4A
	
	

	4B
	
	

	4C
	1
	LGE

	4D
	2
	Nokia/NSB

	4E
	
	

	4F
	
	

	5A
	
	

	5B
	
	

	5C
	1
	ZTE

	6A
	
	

	6B
	2
	CATT, vivo

	6C
	4
	CATT, LGE, Samsung, vivo

	6D
	1
	Samsung

	6E
	7
	Huawei/HiSi, Intel, MotM/Lenovo, NTT Docomo, OPPO

	6F
	2
	Huawei/HiSi

	6G
	
	

	6H
	
	



Table 4 K0 setting for RI=3-4: summary of companies’ views
	Category (Alt)
	No. companies
	Companies

	0
	3
	CATT, Huawei/HiSi

	1
	16
	Apple, Ericsson, Fraunhofer/HHI (2nd preference), Intel, LGE, MotM/Lenovo (2nd preference), Nokia/NSB (2nd preference), NTT Docomo, Qualcomm (2nd preference), OPPO, Samsung, vivo, ZTE

	2
	0
	--

	3
	7
	MotM/Lenovo, Nokia/NSB, Qualcomm, Fraunhofer/HHI  

	4
	0
	--



Table 5 SD basis subset selection for RI=3-4: summary of companies’ views
	Category (Alt)
	No. companies
	Companies

	Layer-common
	13
	Ericsson, Intel, Huawei/HiSi, MediaTek, MotM/Lenovo, NEC, Nokia/NSB, NTT Docomo, Qualcomm, ZTE

	Layer-group specific, 2 groups
RI=3: layers {0,1}, {2}
RI=4: layers {0,1}, {2,3}
	6
	CATT, Fraunhofer/HHI, LGE, OPPO, Samsung

	Layer-specific
	3
	CATT, OPPO, vivo 



Table 6 FD basis subset selection for RI=3-4: summary of companies’ views
	Category (Alt)
	No. companies
	Companies

	Layer-common
	0
	--

	Layer-group specific, 2 groups
RI=3: layers {0,1}, {2}
RI=4: layers {0,1}, {2,3}
	0
	--

	Layer-specific
	17
	CATT, Ericsson, Fraunhofer/HHI, Huawei/HiSi, Intel, LGE, NEC, Nokia/NSB, NTT Docomo, OPPO, Qualcomm, Samsung, vivo, ZTE



Table 7 Coefficient subset selection for RI=3-4: summary of companies’ views
	Category (Alt)
	No. companies
	Companies

	Layer-common
	0
	--

	Layer-group specific, 2 groups
RI=3: layers {0,1}, {2}
RI=4: layers {0,1}, {2,3}
	0
	--

	Layer-specific
	17
	CATT, Ericsson, Fraunhofer/HHI, Huawei/HiSi, Intel, LGE, MotM/Lenovo, Nokia/NSB, NTT Docomo, Qualcomm, Samsung, vivo, ZTE



Table 8 for RI=3-4: summary of observation from SLS
	Company
	Metric
	Key observation

	CATT
	UPT vs. overhead
	· With a comparable payload to that for RI=2, the alternative with RI-specific configuration for both L and p achieves the best performance
· With the same NZ coefficients payload, the max # NZ coefficient configured per layer can achieve better performance than the max # NZ coefficient configured with a total number across all layers

	Ericsson
	UPT vs. overhead
	· [bookmark: _Toc4777948]Small gains for Type II extension compared to Type I for high rank codebook
· [bookmark: _Toc4777949]Reducing both FD-basis size and number of NZC coefficients K0 results in almost no performance loss and good reduction in overhead compared to simple extension
· [bookmark: _Toc4777950]Reducing SD-basis size yields substantial loss due to problem with layer orthogonality

	Fraunhofer/HHI
	UPT vs. overhead
	· A large performance gain is achieved when the SD basis vectors for layers {2,3} are partially identical to the SD basis vectors for layers {0,1}.
· A large performance gain is achieved when the number of SD basis vectors for layers {2,3} is equal to the number of SD basis vectors for layers {0,1} 
· Independent FD basis selection for layers {0,1} and layers {2,3} results in a performance loss compared to independent FD basis selection per layer
· Partially identical SD basis subsets for layers {0,1} and layers {2,3} and independent FD basis selection per layer results in the best performance
· SD basis subset selection has more impact on performance than FD basis subset selection. 
· A significant performance loss is observed when the number of FD basis vectors for layers {2,3} is smaller than the number of FD basis vectors for layers {0,1}.

	Huawei/HiSi
	UPT vs. overhead
	· Reducing p has the best performance-overhead trade-off beyond reducing β and L.
· For rank 3 and 4 design, polarization based scheme that unequal number of FD basis is configured for different layers and polarizations can achieve the best performance v.s. overhead trade-off.

	Intel
	UPT vs. overhead
	· Based on the comparison of different options on the number of SD and FD vectors for rank 3-4 with the same maximum total number of non-zero coefficients
· Reduction of the number of FD vectors for rank 3-4 comparing to rank 1-2 have minor impact on the performance
· Reduction of the number of SD vectors for rank 3-4 comparing to rank 1-2 leads to performance loss

	LGE
	UPT vs. overhead
	· As shown in Figure 1, layer-/layer-group-specific parameter setting for L contributes to improving performance-overhead trade-off compared to that for p
· Alt 2 provides 1~2% average UPT performance gain over Alt 1 at the expense of increased UE complexity. Minor performance gap among alternatives is observed. 

	MoM
	UPT vs. overhead
	· Reducing the FD basis size for layers 3 and 4 yields performance within 2% of Rel. 16 with full SD and FD basis for all layers with approximately half the overhead
· FD basis reduction outperforms SD basis reduction in terms of throughput and rank 4 overhead.

	OPPO
	UPT vs. overhead
	· Compared with scheme of (4, 1/4,2K0), the scheme of (4, 1/2, 4K0) only achieves about 4% performance gain at the cost of double overhead.  
· Scheme with (4, 1/4) has 3% performance gain compared to (2, 1/2) while the overhead are almost same.

	QCM
	UPT vs. overhead
	· RI-common with layer-common L and p for RI={1,2,3,4} achieves best throughput-overhead tradeoff, while alternatives with reducing number of SD basis for RI={3,4} achieves 2% loss compared to RI-common and layer-common L and p
· Configuration of max total number of coefficients across all layers achieves 2-3% gain over configuration of max number of coefficients per layer

	Samsung
	UPT vs. overhead
	· For SD basis subset selection,
· Up to 2% gain can be achieved with layer-pair-specific SD basis when compared with layer-common SD basis
· There is no gain (even some loss) with  over  when 
· For parameter setting,
· Alt1 is the worst; this is due to large overhead to report bitmap 
· Up to 2.5% gain can be achieved with Alt6D when compared with Alt6E
· There is no or marginal gain with  but the overhead is large

	Vivo
	UPT vs. overhead
	Observation 2: For layer-specific and layer-common SD beam selection:
· RI = 2 only has approximatly 22% total difference for L = {2,3,4}, while it has more than 42% probabiliy of total difference for RI = 3 and RI = 4.
· Approximately 35% probability for 1 SD beam being different in each layer for RI = 2.
· More than 60% probability for at least 1 SD beam being different between layer specific and layer common selection for RI = 4.
Observation 3:
· From both total number of SD beam difference and per layer difference perspective, layer common beam selection scheme may lead to significant performance loss compared to layer-specific selection scheme.
Observation 4:
· Layer-specific SD beam selection scheme provides significant gain, over 10%, at L = 2 with slight increase in overhead.
· There is no big performance difference between L = 2 layer-specific SD beam selection scheme and L = 4 layer-common SD beam selection scheme.
· High value of L is not sensitive to layer-specific SD beam selection scheme.
Observation 7: 
· The performance of two-step SD beam selection scheme is almost same as that of layer-specific SD beam selection scheme.
· It is not desirable that Lmax larger than 4 for L = 2.
Observation 8: 
· Relative performance increases near linearly as total overhead increases with implementing two-step SD basis selection scheme. 
· In Alt 1, the overhead varies in larger step-size among different rank values.
Observation 9: 
· With a suitable value of M, performance of Alt 2A with slightly bigger beta value is better than Alt 2B with bigger x2 value.
· The tendency of Alt 2A is slightly better than Alt 2B in the situation of a big compression DFT vectors (i.e. M = 7) with small beta value.
· The parameter of beta is not expected to be configured with a too small value
Observation 10: From a single alternative 2 perspective,
· Alt 2A is more flexible than Alt 2B, which Alt 2B is a special case of Alt 2A.
· With overhead limitation, performance of Alt 2A is slightly better than Alt 2B.
Observation 11: 
· The performance of larger M with decreasing beta value is much worse than keeping those two parameters in a medium range.
· Along with increasing beta value, the average UPT performance of Alt 3B is similar with Alt 2A with similar overhead.
Observation 12: 
· Alt 2A is a special case of Alt 4B.
· Performance of Alt 4B degrades only 0.3% compared to Alt 1 at similar overhead level.
Observation 13: 
· Alt 4E provides much flexibility in gNB configuration 
· More than 2% performance loss for Alt 4E is observed compared to Alt 2A.
Observation 14: 
· Alt 6E sacrifices flexibility in SD beam number configuration.
· Performance of Alt 6E is slightly better than that of Alt 2A.

	ZTE
	UPT vs. overhead
	· Alt 5C provides the best performance-overhead trade-off, and it’s also one of the simplest solutions. 
· Adjusting L value i.e., Alt 3B, Alt 4A, Alt 4C, Alt 6C, for different ranks/layers causes significant performance loss compared to adjusting p and , although SD basis vectors are selected layer-specifically for these alternatives.
· The performance of adjusting p and  is similar. However, to adjust p, i.e., Alt 5C, Alt 6E, brings more overhead reduction than to adjust  (Alt 1), as reducing p also reduces the overhead for bitmap indication of non-zero coefficients.
· RI-common L/p/ among RI={1,2,3,4} (Alt 2B) causes larger overhead compared with others, as the overhead for the first two layers cannot be reduced.
· Layer-specific does not bring performance gain over layer-common configurations. In most cases, it causes performance loss. Lay-specific configuration may cause negative impact to the system performance



Observation: On RI=3-4 extension:
· (L,p) setting: 
· Among the 23 alternatives, only 5 alternatives are supported by more than two companies/company-pairs: Alt1, 2B, 3C, 6C, and 6E
· This issue is one of the main bottlenecks for progressing further on UCI design
· K0 setting: Alt1 (total max # NZ coefficients across all layers ≤ 2K0 where the K0 value set for RI{1,2}) represents the majority view
· FD basis subset selection: unanimous support for layer-specific approach
· Coefficient subset selection: unanimous support for layer-specific approach
· SD basis subset selection: layer-common represents the majority view (13), followed by layer-group-specific (6). Only one company supports layer-specific-only.

On SD basis subset selection, Samsung argues that despite the majority preference for layer-common, there are at least four sets of SLS results showing significant performance gain of layer- or layer-group-specific approach over layer-common (from Fraunhofer/HHI, OPPO, Samsung, vivo). In contrast, there is only one set of SLS results justifying the layer-common approach (from Huawei/HiSi), albeit assuming L=6 (which in all likelihood won’t be supported), not with the agreed L=2,4. In addition, SD basis selection is related to the setting of parameter L (e.g. layer-common vs. layer-specific, RI-common vs. RI-specific). The concern voiced by Samsung was also shared by vivo, LGE, CATT, and NTT Docomo.
It should be noted that for RI=2, SD basis subset selection is layer-common. Therefore, extending the layer-common approach to RI=3-4 could be conceived as natural/simpler. It also results in relatively lower UE complexity compared to layer-specific subset selection (where the basis subset for a layer could be starkly different from the other). 
Samsung further commented that in relation to Alt6C of (L,p) setting, it is possible to set L2 (and L3 if RI=4) to be smaller than L0 and L1 while the SD basis subset for all the layers share a common “pool” of SD basis.

Proposal: On RI=3-4 extension:
· (L,p) setting: In RAN1#97 (Reno), down select and decide from the following five alternatives in R1-1903822: 
· Alt1, Alt2B, Alt3C, Alt6C, Alt6E (see Table 9)
· K0 setting: agree on supporting Alt1, i.e. total max # NZ coefficients across all layers ≤ 2K0 where the K0 value set for RI{1,2} 
· FD basis subset selection: agree on layer-specific subset selection
· Coefficient subset selection: agree on layer-specific subset selection
1. SD basis subset selection: In RAN1#97 (Reno), select one among 1) layer-common, 2) layer-group-specific. For layer-group-specific, 2 groups of layer are defined as follows:
10. RI=3: the first and second groups are layers {0,1} and {2}, respectively 
RI=4: the first and second groups are layers {0,1} and {2,3}, respectively 
[bookmark: _GoBack]
[bookmark: _Ref5309529]Table 9 Remaining candidates for RI=3-4 (L,p) setting from R1-1903822
	Alt1

	RI
	Layer
	L
	p

	1
	0
	
	

	2
	0
	
	

	
	1
	
	

	3
	0
	
	

	
	1
	
	

	
	2
	
	

	4
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	1
	
	

	
	2
	
	

	
	3
	
	




	Alt2B

	RI
	Layer
	L
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	1
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	2
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	RI
	Layer
	L
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	3
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	4
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	Alt6C

	RI
	Layer
	L
	p

	1
	0
	
	

	2
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	2
	
	

	
	3
	
	




	Alt6E

	RI
	Layer
	L
	p

	1
	0
	
	

	2
	0
	
	

	
	1
	
	

	3
	0
	
	

	
	1
	
	

	
	2
	
	

	4
	0
	
	

	
	1
	
	

	
	2
	
	

	
	3
	
	




	



Support for L=6
The following was agreed in RAN1#96 [2]:
“Decide in RAN1#96bis whether to support L=6 (in addition to L=2 and 4) taking into account RI{3,4} and/or 32 ports
· Also consider possible restriction(s) on the use case for supporting the additional value(s) of L”

The views from different companies and available SLS results pertaining to the blue highlighted part can be summarized below.
[bookmark: _Ref526296353][bookmark: _Ref526296347][bookmark: _Ref529369183]Table 10 L=6: summary of companies’ views
	Category
	No. companies
	Companies

	Support L=6
	3
	Huawei/HiSi (at least for 32 ports, and rank 1-2), ZTE (occupies two CPUs)

	Do not support L=6
	9
	Ericsson, Intel, LGE, NEC, NTT Docomo, OPPO, Qualcomm, Samsung, vivo



Table 11 L=6: summary of observation from SLS
	Company
	Metric
	Key observation

	Ericsson
	UPT vs. overhead
	[bookmark: _Toc4763718][bookmark: _Toc4774164][bookmark: _Toc4774476][bookmark: _Toc4777951]For 32 Tx and L=6,  has overlapping performance/overhead with L=4.  have slightly larger performance than , however only the configuration  result in feasible overhead (smaller overhead than Rel-15 Type II). For 16Tx, L=6 does not bring any benefit compared to L=4.

	Huawei/HiSi
	UPT vs. overhead
	· Codebook enhancement with L=6 will provide around 3% and 10% performance gain compared to L=4 in Rel-16 and Type-II codebook in Rel-15, respectively, with comparable reporting overhead and quantization complexity.
· For 13-SB case, (L, p)=(6,1/4) has a better performance over (L, p)=(4,1/2) with less overhead. For the same overhead, L=6 has around 3% performance gain over L=4 for non-full traffic and around 5% performance gain for full-buffer traffic.

	Intel
	UPT vs. overhead
	· Type II CSI DFT-based compression with L = 6 provides slightly better performance comparing to L = 4
· Up to 4% gain for average packet throughput and up to 5% performance gain for cell-edge packet throughput for 32 Tx ports at the gNB

	LGE
	UPT vs. overhead
	· In rank 2 transmission with 32 Tx antennas, L=6 provides 7% performance gain over L=4 in terms of average UPT.
· In rank 4 transmission with 32 Tx antennas and p=1/4, L=6 provides marginal performance gain over L=4 with p=1/2 in terms of average UPT. Also, the payload for L=6 with p=1/2 becomes more than 1000 bits which is not comparable with RI=2 payload. 

	Samsung
	UPT vs. overhead
	· For L=6,
· There is no gain in low overhead regime
· There is marginal gain (<1% for rank 1 and ~1% for rank 1-2 (with rank adaptation) within the overhead regime of Rel.15 Type II 
· In the overhead regime higher than Rel.15 Type II, somewhat higher gain in UPT can be observed but the resulting overhead range is very high
· 

	vivo
	UPT vs. overhead
	L=6 doesn’t provide reasonable balance between overhead and gain.

	ZTE
	UPT vs. overhead
	L=6 brings attractive performance gain over L=4. However, it will increase UE complexity as it requires more buffer and calculations to process the uncompressed and compressed coefficients.



Observation: On the support for L=6 in Rel.16 Type II CSI codebook with DFT-based compression, there is no consensus on supporting L=6 (not supporting L=6 represents the super-majority view). 

Proposal: In Rel.16, support only  for Type II CSI codebook with DFT-based compression
· Note: This implies that for a given layer, the selected SD basis subset is either of size-2 or 4. 

Reference amplitude “zero”
In one offline email discussion, it was pointed out that the “zero” in the reference amplitude value set for the agreed LCC quantization is not needed since the exact location of zero(s) is indicated in the size-2LM bitmap. Companies’ views are summarized in the following table.
Table 12 Reference amplitude “zero”: summary of companies’ views
	Category
	No. companies
	Companies

	Alt0: Keep “zero”
	6
	CATT, Fraunhofer/HHI, LGE (as long as without zero reference amplitude indicator in part 1), MediaTek, Qualcomm

	Alt1: replace “zero” with “Reserved” (i.e. remove “zero”, effective set size = 15)
	11
	Ericsson, LGE, MotM/Lenovo, NEC, Nokia/NSB, OPPO, Samsung, vivo, ZTE 

	Alt2A: replace “zero” with value Z= (following 1.5dB step size)
	7
	Huawei/HiSi, MotM/Lenovo, MediaTek, NEC, ZTE

	Alt2B: replace “zero” with Z= (between the two most probable values for RI=2)
	4
	Nokia/NSB, NTT Docomo, Samsung 

	Alt2C: replace “zero” with complex value, e.g. Z=exp(pi*i/NPSK), where i is imaginary unit, NPSK is number of points in the constellation for phase quantization
	1
	Intel



All companies acknowledge that the “zero” in the reference amplitude value set is unnecessary/redundant. Among these companies:
· Some argue that keeping “zero” is also fine to avoid lengthy discussion (Alt0). For instance, Fraunhofer/HHI perceives that anything other than Alt0 is considered “specification-based optimization”. Qualcomm, on the other hand, perceives that Alt0 and Alt1 are the same.
· But some argue that keeping “zero”, depending on UE implementation, could cause discrepancy between the number of NZ coefficients indicated in the bitmap (as well as UCI part 1) and the actual number of NZ coefficients – thereby needing additional specification-based optimization, e.g. zero reference amplitude indicator in UCI part 1 (proposed by, e.g. Fraunhofer/HHI and Huawei/HiSi). Therefore, they argue that “zero” should either be removed or replaced with another value Z.
· Most companies point out that the occurrence of this discrepancy is too rare to justify any specification-based optimization, e.g. in UCI part 1
In addition, although most companies propose to change “zero” to Z (Alt2), there is no consensus on the value of Z. For example, it was argued that Alt2B offers ~1% UPT gain while Alt2A is the simplest solution (no gain but maintain uniform step size). Alt1 (“zero” is replaced with “Reserved” where “Reserved” implies that the associated code point is not used) is supported by some companies that support Alt0 and Alt2 and perceived as a compromise proposal. It also represents the majority view.

Observation: Alt1 (“zero” replaced by “reserved”) represents the majority view and is a compromise among different views.
Proposal: On “zero” in the reference amplitude value set, “zero” is removed and the associated code point is designated as “reserved”. 
· Note: “Reserved” implies that the associated code point is not used in reference amplitude reporting or, at least in Rel.16, any other purpose(s) 

[bookmark: _Ref4994555]Values of N3
The following was agreed in RAN1 NR-AH 1901 [3]:



[bookmark: _Hlk536009008]“Values of N3: For  and NSB is # CQI subbands, when , 


Values of N3: For  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96
· 
Alt1: N3 is smallest multiple of 2, 3, or 5 which is  
· Alt2: N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5”

In RAN1#96, a number of companies raised some concern on the performance of both alternatives. As a result, the following was agreed:

“On the values of N3, further discuss and clarify/refine both of the available alternatives with  as the evaluation baseline”

The views from different companies and available SLS results pertaining to the blue highlighted part can be summarized below.
[bookmark: _Ref535337958]Table 13 Values of N3: summary of companies’ views
	Category
	No. companies
	Companies

	Alt1 (padding)
	6
	Ericsson (but with threshold changed from 13 to 19, 2nd preference), Intel, MediaTek, NTT Docomo, Qualcomm (2nd preference), ZTE (2nd preference)

	Alt2 (segmentation)
	3
	LGE, NEC (2nd preference), ZTE (1st preference)

	Alt0 
	8
	Ericsson (1st preference), NEC (1st preference), Nokia/NSB, OPPO, Qualcomm (1st preference), Samsung, vivo

	UE capability for Alt1 and Alt0 when Threshold
	1
	Samsung

	Need more study
	2
	Huawei/HiSi



 Table 14 Values of N3: summary of observation from SLS
	Company
	Metric
	Key observation

	Ericsson
	UPT vs. overhead
	· [bookmark: _Toc4774291][bookmark: _Toc4777959][bookmark: _Toc4774292][bookmark: _Toc4777960]DFT padding results in around 2% loss compared to No DFT padding
· Segmentation approach has inferior performance/overhead tradeoff compared to approaches without segmentation 

	Huawei/HiSi
	UPT vs. overhead
	Although the difference among padding schemes is not significant, the variance of performance gain can be up to 2%. And segmentation shows performance loss

	Intel
	UPT vs. overhead
	· Type II CSI DFT-based compression with padding of FD coefficients provides similar performance comparing to the case without padding (with DFT size equal to the number of FD compression units)
· Type II CSI DFT-based compression with segmentation does not provide performance gains over other cases while it has slightly higher overhead

	LGE
	UPT vs. overhead
	· Alt2 can achieve about 5% and 4% performance gain over Alt1 in terms of average UPT and 5% UPT, respectively.
· Alt2 can further reduce the overhead if segment common basis selection and/or coefficient selection is applied. 

	Samsung
	UPT vs. overhead
	· Alt0 () achieves the best performance-overhead trade-off
· Alt1 ( is a multiple of 2, 3, or 5) incurs large performance loss due to possible misalignment/mismatch between an assumed precoder by the gNB and an actual precoder used by the UE while calculating CQI
· Alt2 (two segments) results in high overhead, and performs worse than Alt0 in terms of performance-overhead trade-off     

	ZTE
	UPT vs. overhead
	Segmentation can provide performance gain and better Performance-Overhead trade-off over padding. The performance gain of segmentation over padding can be more than 5%. 



Observation: On the value of  for , 
· Alt0 () represents the majority view, followed by Alt1 (padding)
· The extent of performance loss for Alt1 over Alt0 depends on the padding scheme  

Proposal: On the value of  for :
· For Alt1: 
· Identify alternatives for padding schemes in RAN1#96bis (Xi’an)
· Down select alternatives for padding scheme by RAN1#97 (Reno)
· Decide between Alt0 and Alt1 (if possible, with a single padding scheme) by RAN1#98 (Prague)

Working assumption O3=4
The following working assumption was made in RAN1 NR-AH 1901 [3]:
“On the choice of oversampling factor O3, O3 = 4 is supported”  

The views from different companies and available SLS results pertaining to the blue highlighted part can be summarized below.
Table 15 WA on O3: summary of companies’ views
	Category
	No. companies
	Companies

	Alt0. Confirm WA O3=4
	3
	Huawei/HiSi, ZTE, 

	Alt1. Abandon WA, agree to O3=1
	11
	CATT, Ericsson, Intel, NEC, Nokia/NSB, NTT Docomo, Qualcomm, Samsung, Spreadtrum, vivo

	Alt2. Abandon WA, agree on beam- and polarization-specific O3 where O3={1,4} 
	2
	MotM/Lenovo



 Table 16 WA on O3: summary of observation from SLS/analysis
	Company
	Metric
	Key observation

	Ericsson
	UPT vs. overhead, mathematical analysis
	· Oversampling the FD-basis cannot lead to better performance, and feeding back an oversampling index is therefore redundant
· The UE can apply arbitrary phase rotations on the columns of the beam-frequency matrix prior to FD-transformation in order to sparsify the coefficients in the transformed domain, including applying linear phase ramp corresponding to arbitrarily high oversampling. However, this phase rotation does not need to be reported.

	Huawei/HiSi
	UPT vs. overhead
	· Without proper phase correction, frequency domain compression shows worse performance than type II codebook assuming the same feedback overhead.
· Oversampling on frequency beam can bring a considerable gain compared with non-oversampling

	MotM/Lenovo
	UPT vs. overhead
	· [bookmark: _Toc4743120][bookmark: _Toc4743121]Beam-specific oversampling of the FD-basis with feedback of an oversampling index can lead to better performance (about 0.2% in average UPT).
· The feedback overhead of reporting the FD-basis oversampling indices for each beam can be reduced by utilizing beam-group-specific oversampling, in which a subset of beams are oversampled using the same oversampling index. 
· Polarization-specific oversampling, a special case of beam-group-specific oversampling, requires the same overhead bits as the beam-common oversampling approach of the working assumption.

	Nokia/NSB
(cf. R1-1902568)
	Mathematical analysis
	· Such operations as the choice of an orthogonal group from an oversampled DFT codebook and a circular shift of the FD components can be expressed as a multiplication of the columns of  by a phase ramp, before applying FD compression
· The optimization of these per-column phase rotations, which include the choice of an orthogonal group from an oversampled codebook, is an important operation the UE can perform to significantly improve the accuracy of FD compression
· The values of these phase rotations do not need to be reported to the BTS to achieve the benefits of such operations as oversampling, circular shifts of FD components and phase adjustments



Several companies have argued using mathematical analysis (verified numerically) and simulations (see, e.g. [33],[39]) that introducing oversampling (O3>1 along with q3) performs column-wise rotation (hence unitary transform) on the precoder W with critically-sampled DFT basis (O3=1). This implies that oversampling, with its q3 selection
· does not impact received SINR/throughput, 
· can result in better FD compression, and 
· can be performed transparently by the UE (upon PMI calculation) 
Therefore, specifying critically-sampled DFT basis (O3=1) allows a UE to transparently select its own (O3, q3) combination (not limited to O3=1 or 4), not for UPT gain, but for maximizing compression gain. This represents the majority view.
It has been understood that the WA of O3=4 implies that a single value of O3=4 is used to define the FD basis (without O3=1), 
In contrast to the WA, MotM/Lenovo (Alt2) proposes that not only can O3 can take value from {1,4), but O3 is also beam-specific and polarization-specific. It is argued that this approach results in ~0.2% gain in UPT over O3=1. Despite the wording on the proposal in [29] (“do not revert the working assumption on oversampling …”), this proposal is starkly different in several aspects from the WA and hence categorized as a separate solution.  

Observation: On the choice of oversampling factor O3, agreeing on O3=1 (hence abandoning the working assumption O3=4) represents the super-majority view (Alt1).

Proposal: On the choice of oversampling factor O3, agree on O3=1
· The rotation factor q3 is therefore not needed

Miscellaneous
Miscellaneous (other) issues were also mentioned in companies’ contributions such as:
· Other detailed UCI design issues: UCI omission for DFT-based compression  
· CBSR
· Reducing the number of supported parameter combinations (too premature to discuss before RI=3-4 codebook and parameter setting are finalized)
· Further optimization on the setting (including the possibility of reporting) of DFT compression parameters, e.g.  
· UE reporting smaller value of M (in addition to the configured M)
· Reporting mechanism for M DFT basis indices
· Other (non-DFT-based) compression schemes
· UE capability issues, such as 
· Separate UE capability or restricted use cases for smaller size of FD compression unit (R = 2)
· Limitation on the number of FD compression units, CPU occupation, latency constraint and/or BW constraint
Since this meeting will focus on the six issues (sections 2.1 to 2.5), a summary of such miscellaneous issues is not included in this FL summary. 

[bookmark: _Ref536659947]Updated timeline and work plan
The timeline (with a set of milestones for each RAN1 meeting is updated with more details for Type II rank 1-2 overhead reduction. The updated parts are highlighted in blue. 

[bookmark: _Ref526296952]Table 17 Proposed timeline along with the milestones
	96B (04/19) 
	97 (05/19) – early projection

	1. Discuss UCI design details:
a. Identify agreed part 1 content and remaining details 
b. Identify agreed part 2 content and remaining details 

2. Confirm or revert WA O3=4, finalize this issue

3. Finalize what to do with reference amplitude value “zero”

4. Finalize whether to support L=6 or not in addition to {2,4} 
a. If supported, conditions for support (if applicable)

5. For RI=3 and 4, down select alternatives for the following:
a. Parameter (L, p) setting 
b. K0/ setting
c. Basis and coefficient subset selection

6. Identify issues, potential solutions, and alternatives for values of N3 for # units>13

	1. For RI=3 and 4, finalize the following: 
a. Parameter (L, p) setting – including configurability vs. fixed relation
b. K0/ setting
c. Basis and coefficient subset selection

2. Refine the previous agreement on UCI design details:
a. Content of part 1 
b. Content of part 2

3. Down select alternatives for N3 for # units>13

4. Down select alternatives for reducing supported combinations of compression parameters




 
	98 (08/19) – early projection
	98B (10/19) – early projection
	99 (11/19) – early projection

	1. For RI=3 and 4, finalize the remaining details, if any 

2. Finalize the following for UCI design details
a. Content of part 1 
b. Content of part 2

3. Finalize N3 for # units>13

4. Identify other UCI-related issues and potential solutions (e.g. UCI omission) 

5. Identify alternatives for CBSR. 

6. Identify alternatives for reducing supported combinations of compression parameters

	1. Identify other UCI-related issues and potential solutions (e.g. UCI omission) 

2. Finalize CBSR. 

3. Finalize reducing supported combinations of compression parameters

4. Identify and finalize remaining issues on previous agreements 

5. Discuss and (if possible) conclude on the support for “other schemes”

6. Discuss and identify UE capabilities

	1. (Pre-)maintenance on Type II overhead reduction, i.e. finalize remaining issues on previous agreements

2. Finalize UE capabilities
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