Page 4
Draft prETS 300 ???: Month YYYY
3GPP TSG RAN WG1 Meeting RAN1#96-bis	R1- 1905519
Xi’an, China, April 8th – 12th, 2019

Source:	Ericsson
[bookmark: _Hlk528244766]Title:	On CSI enhancements for MU-MIMO
Agenda Item:	7.2.8.1
Document for:	Discussion and Decision
Introduction
In RAN1#96, great progress was achieved for rank 1-2 codebooks and the design was almost finalized:
Agreement 
On the value of M (the number of FD compression units), agree on .
Agreement
On subset selection for layer 0, agree on the following:
· Unrestricted (polarization-independent) subset selection which requires a size-2LM bitmap in UCI part 2
· 
 
· FFS: Further down selection of supported combinations of FD compression parameters  
Agreement
On subset selection for RI=2, agree on the following
· SD basis selection (selection of L out of N1N2 SD DFT vectors) is layer-common
· Terms:
· “FD basis subset selection” refers to the selection of M out of N3 FD DFT vectors
· “Coefficient subset selection” refers to the selection of KNZ (# non-zero coefficients) out of 2LM where KNZ ≤ K0
· The size-K0 subset design for layer 0 is also applied to layer 1
· K0 is the maximum number of non-zero coefficients for each layer.
· 
Agreement
On LCC quantization, agree on Alt2 (differential per polarization) per the description in R1-1902304
Agreement
For RI=2, the following is supported 
· Layer-independent FD basis subset selection 
· Layer-independent coefficient subset selection
Agreement

On the values of N3, further discuss and clarify/refine both of the available alternatives with  as the evaluation baseline 
Agreement
Decide in RAN1#96bis whether to support L=6 (in addition to L=2 and 4) taking into account RI{3,4} and/or 32 ports
· Also consider possible restriction(s) on the use case for supporting the additional value(s) of L 

Furthermore, it was agreed to extend the DFT-based compression codebook to RI=3-4, and some high level categorization schemes was agreed.
Agreement
Extend the Type II DFT-based compression (designed for RI=1-2) to RI=3-4 with the following design principle:
· The resulting overhead for RI=3-4 is at least comparable to that for RI=2 

Agreement
For RI{3,4}, different layers are independently quantized just as RI=1 and RI=2 
Agreement
On SD and FD basis selection for RI{3,4}
· The parameter R is layer-common and RI-common
· For the higher-layer setting of SD/FD basis parameters (L, p):
· Down select among the following alternatives for the higher-layer setting of SD/FD basis parameters (L, p):
· Alt1 RI-common for RI{1,2,3,4}, layer-common 
· Alt2 RI-common for RI{1,2,3,4}, layer-/layer-group-specific
· Alt3 RI-common for RI{3,4}, layer-common 
· Alt4 RI-common for RI{3,4}, layer-/layer-group-specific
· Alt5 RI-specific for RI{3,4}, layer-common
· Alt6 RI-specific for RI{3,4}, layer-/layer-group-specific
· Note: For RI=1 and 2, RI-common, layer-common setting has been agreed
· Note: No other alternatives will be considered

Agreement
On the max # NZ coefficients for RI{3,4}, down select from the following alternatives (no other alternatives will be considered)
· Alt0. For RI{1,2,3,4}, there is only one β value 
· Alt1. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2})
· Alt2. For RI{3,4}, there is only one value of max # NZ coefficients per layer < K0 where the K0 value is set for RI{1,2}
· Alt3. Total max # NZ coefficients across all layers ≤ 2K (the K0 value set for RI{1,2}) where  is fixed and RI-specific
· FFS: value of  per agreement that the overhead for RI=3 or 4 should at least be comparable to RI=2 
· Alt4. For RI{3,4}, there is only one value of max # NZ coefficients per layer < K0 where the K0 value is set for RI{1,2} where  is fixed and RI-specific
· FFS: value of  per agreement that the overhead for RI=3 or 4 should at least be comparable to RI=2
· Note: For RI{1,2}, there is only one K0 value (=max # NZ coefficients per layer)

Open issues
According to feature lead’s work plan, the remaining open issues are as follows:
1.	Complete the design of the high rank codebooks, including the parameter setting and the subset selection
2.	Decide whether L=6 beams is supported
3.	Finalize the UCI design for CSI Part 1 and CSI Part 2
4.	Decide whether to reject or confirm the working assumption on oversampling of the FD-basis
5.	Reducing supported combinations of compression parameters
6.	Decide on the value of N3 for NSB×R > 13
We present our view on theses open issues in this contribution. In addition, we present our view on potential CBSR schemes for Type II CSI enhancement in [1]. Additional details on UCI design is presented in [2]. Evaluation results and discussion regarding issue 6 is given in [3]. Comprehensive evaluation results, pertaining to issues 2 and 5 are presented in [4]. Finally, we present detailed mathematical analysis and evaluation results pertaining to issue 4 in [5].
High rank extension
When extending the Type II codebook to RI=3,4 the overhead should be similar as for RI=2. This essentially means that the total number of LC coefficients summed across layer should be no larger than , where  is the configured number of non-zero coefficients for RI=1,2. One option for how to accomplish this is to use a different value of  for RI=3,4, for instance . However, this implies that the SD/FD basis size is the same as for RI=1,2, but the number of coefficients could be as low as , which would imply that the coefficient matrix is very sparse and hence a lot of overhead would be spent on the size-2LM bitmaps. This is not desirable.
[bookmark: _Toc4777947]To reduce overhead for RI=3,4 by only adapting  and not reducing the FD/SD basis will cause unnecessarily large overhead due to bitmap reporting.
Hence, it is necessary to adapt the basis size as well, i.e. the SD/FD basis parameter setting. The parameter setting for the SD and FD bases, i.e. the number of selected SD/FD basis vectors and  may in the general case be both rank-specific and layer-specific as indicated by the sub-indices  and as illustrated in Table 1. However, a practical selection would be to have at least some rank-common and/or layer-common selection of  and . As per previous agreements, rank-common and layer-common parameter setting is used for RI=1,2.
Table 1: Illustration of possible rank-specific and layer-specific parameter settings
	Rank (RI)
	Layer
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For each layer , where  is the selected rank, an SD-basis selection (selecting  spatial domain basis vectors) and an FD-basis selection (selecting  frequency domain basis vectors) is applied. It is possible that the SD and/or FD basis selection is done either jointly for all layers, jointly for layers in a layer group (e.g. layers 0,1 constitute a first layer group and layers 2,3 constitute a second layer group) or independently per layer. 
To determine in which dimension the SD/FD basis can be reduced, we have performed SLS using 4Rx UE antenna setup in Dense Urban with NFB traffic model with 20%RU for the baseline scheme, using 0.5MB packet size. The BS antenna setup is 32Tx and the simulation BW is 10 MHz, other assumptions are summarized in the Appendix. SU-MIMO scheduling is used.
The following systems are evaluated:
1. Type I codebook
2. Rel-15 Type II extension to RI=4, L=4
3. Rel-16 Type II extension to RI=4, L=4
4. Scheme 1: ”K0/2” Reduce only the number of coefficients 
a. Same SD/FD basis as for RI=1,2
b. K0’ = K0/2 for RI=3,4
5. Scheme 2: ”K0/2 & M/2” Reduce number of coefficients and FD basis size
a. Same SD basis as for RI=1,2
b. Half FD basis  size for RI=3,4
c. K0’ = K0/2 for RI=3,4
6. Scheme 3: ”K0/2 & L/2” Reduce number of coefficients and SD basis size
a. Half SD basis size as for RI=1,2
b. Same FD basis  as for RI=3,4
c. K0’ = K0/2 for RI=3,4
7. Rel-15 Type II max rank 2, L=4

The average UPT gain over Type I codebook is shown in Figure 1 below.
[image: ]
[bookmark: _Ref4777058]Figure 1: Performance of different high-rank codebooks.
An immediate observation is that the performance gain with improved precoding is reliably low, since no MU-MIMO scheudling is used and for high-rank SU-MIMO, precoding gain is not as important as for MU-MIMO as the UE can cancel inter-layer interference at the receiving side.
[bookmark: _Toc4777948]Small gains for Type II extension compared to Type I for high rank codebook
Therefore, in our view, the high-rank codebook design should strive to minimize overhead and not be overly complicated. 
Reducing only the number of coefficients while maintaining the basis size gives almost no reduction in performance and reducing the FD-basis size to half yields only a small loss in performance (while the overhead for bitmap indication can be cut in half). However, reducing the SD-basis size results in substantial performance loss, likely due to that it is difficult to maintain layer orthogonality with only a few spatial domain basis vectors.
[bookmark: _Toc4777949]Reducing both FD-basis size and number of NZC coefficients K0 results in almost no performance loss and good reduction in overhead compared to simple extension
[bookmark: _Toc4777950]Reducing SD-basis size yields substantial loss due to problem with layer orthogonality
For reference, the rank distribution is shown in Figure 2, which shows that around 70% of scheduling decisions is for RI=3,4.
[image: ]
[bookmark: _Ref4777565]Figure 2: Distribution of rank selection for the evaluated schemes
Based on these results, it can be concluded that it seems more promising to reduce the FD-basis size rather than the SD-basis size. Therefore, we propose:
[bookmark: _Toc4777961]For SD/FD basis parametrisation, consider Alt 3, RI-common for RI={3,4} and layer common, with M’=M/2 and L’=L
Regarding basis selection, a starting point could be to follow the existing design principles for RI=1,2, i.e. SD-basis selection is joint across layers while FD-basis selection is independent per layer.
[bookmark: _Toc4777962]As starting point for discussion, consider layer-independent FD-basis selection and layer-common SD-basis selection
For the maximum number of non-zero coefficient per layer, it seems simpler to consider a cap on the total number of coefficients across all layers.
[bookmark: _Toc4777963]For max # NZ coefficients, consider Alt1. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2})
Support of L=6 beams
As further elaborated in our companion contribution [4], even for 32 antenna ports, the benefit with L=6 over L=4 is rather limited, which may also be inferred from Figure 3 below.
[image: ]
[bookmark: _Ref4772875]Figure 3: Performance of 32Tx codebook
1. [bookmark: _Toc4763718][bookmark: _Toc4774164][bookmark: _Toc4774476][bookmark: _Toc4777951]For 32 Tx and L=6,  has overlapping performance/overhead with L=4.  have slightly larger performance than , however only the configuration  result in feasible overhead (smaller overhead than Rel-15 Type II)
That is, even though the performance/overhead trade-off is favourable for , we note that it’s only the configuration  which provides a benefit over existing L=4 configurations in the feasible overhead region (i.e. with overhead smaller than Rel-15 Type II), and the gain is only around 1%. In our view, it is not large enough to motivate introducing a new configuration. For 16 Tx, there is no benefit at all with L=6 compared to L=4.
1. [bookmark: _Toc4763723][bookmark: _Toc4774169][bookmark: _Toc4774441][bookmark: _Toc4774461][bookmark: _Toc4777964]Do not support introducing L=6 spatial beams

UCI design
In our companion contribution [2], we provide an opinion on all FFS points and proposals for UCI parameters in Part 1 and Part 2. Below, we summarize our position on encoding of number of non-zero coefficients and RI in UCI Part 1.
Number of non-zero coefficients and RI
Depending on the outcome of higher rank basis parametrization discussion, the parameter setting for the SD and FD bases, i.e. the number of selected SD/FD basis vectors and  may in the general case be both rank-specific and layer-specific as indicated by the sub-indices  which denote the rank and layer index respectively.
For each layer , there are thus  possible LC coefficients in the transformed domain and it can be assumed that a number  are non-zero coefficients which are reported. 
According to the agreement,  for  should be conveyed in UCI Part 1, however there are different approaches as to how this can be achieved.
Approach 1: Per layer number of non-zero coefficient indication
In this approach, the number of non-zero coefficients (NNZC) for each layer  is indicated with a layer-wise separate indicator in UCI Part 1. Since the rank selection of the UE is not known to the gNB prior to decoding UCI Part 1, the UCI Part 1 payload needs to be rank-independent. In the general case (pending the higher rank codebook agreements),  and the maximum NNZC for a layer may be rank-dependent.
In this case, the indication of the NNZCs may have the bitwidth , i.e. it is set according to the maximum configured  value across the rank hypotheses. This enables the UCI Part 1 payload to be constant irrespective of UE’s rank selection. The indicator of the NNZC is reported for each layer  where is the maximum rank a UE can report. For , the payload is thus . The maximum rank would depend on which codebook is used (i.e. rank 3,4 codebooks ON or OFF) and the RI restriction.
Here, it is assumed that at least one coefficient is non-zero for each layer and hence only the value range  needs to be signalled, otherwise the payload would be .
1. [bookmark: _Toc4774084][bookmark: _Toc4777952]The encoding of NNZC indicators must be rank-independent as UCI Part 1 payload is fixed
If is included in the value range, a separate RI indication would not be needed an instead the RI could be determined implicitly be observing which  values are set to zero. However, in our view it is clearer to include the RI as an independent parameter. 
The RI could either be independently encoded or jointly encoded with the NNZCIs. A toy example of joint encoding is given in Table 3 below.
Table 2: Example of joint encoding of RI and NNZCI per layer
	Joint Index
	RI
	
	

	0
	1
	1
	N/A

	1
	1
	2
	N/A

	2
	1
	3
	N/A

	3
	2
	1
	1

	4
	2
	1
	2

	5
	2
	1
	3

	6
	2
	2
	1

	7
	2
	2
	2

	8
	2
	2
	3

	9
	2
	3
	1

	10
	2
	3
	2

	11
	2
	3
	3

	12
	Reserved

	13
	

	14
	

	15
	



1. [bookmark: _Toc4774085][bookmark: _Toc4777953]For per-layer NNZCI approach, the RI and NNZCIs can be jointly or independently encoded
Approach 2: Total number of non-zero coefficients indication
Since the purpose of including the number of NNZC indicator(s) in UCI Part 1 is only to determine the payload of UCI Part 2, the total number of non-zero coefficients across all layers could be indicated instead of having layer-wise indication. That is, a single UCI parameter indicating the sum of the NNZC across layers is indicated in UCI Part 1. 
That is  is indicated, where R is the selected rank by the UE. Since per-layer NZC bitmaps are included in UCI Part 2, the gNB can infer the distribution of the NZCs among the layers and there is no ambiguity. The required bitwidth for  indication is thus  , where again we take the maximum across the allowed ranks in order to have the UCI Part 1 payload rank-independent. This may reduce overhead compared to having per-layer NNZC indication, however it requires that the RI is explicitly included as a parameter in UCI Part 1 in order to determine the rank selection. 
As an example, for  and rank-4, Approach 1 will yield an overhead of  bits while Approach 2 yields an overhead of  bits. Clearly, Approach 2 seems to have an advantage!
1. [bookmark: _Toc4774086][bookmark: _Toc4777954]Joint number of non-zero coefficient indication across layers can reduce overhead compared to layer-wise non-zero coefficient indication
1. [bookmark: _Toc4771617][bookmark: _Toc4777965]Support joint number of non-zero coefficient indication across layers and separate RI encoding in UCI Part 1
In fact, if layer-common NNZC indication is used, the UE may be configured with  but can freely distribute the budgeted  coefficients between the layers in order to optimize the precoding performance. For instance, the UE may determine that some layers have more non-zero coefficients than others and therefore choose the allocate more feedback bits to those layers. Since the gNB can determine the distribution of the non-zero coefficients by looking at the bitmap, there is no ambiguity.
Working assumption on oversampling for FD-basis
In RAN1 AH 1901, a working assumption was made to introduce oversampling factor  for the FD-basis, instead of using a critically  sampled DFT basis as the FD-basis:
Working Assumption
On the choice of oversampling factor O3, O3 = 4 is supported  

However, as is showed both with mathematical derivations as well as simulation results in our companion contribution on this topic [5], a rotated (i.e. oversampled) orthogonal DFT basis can be expressed as a multiplication of a rotation matrix  and an orthogonal DFT matrix . This implies that the resulting precoders when a non-zero oversampling index is reported simply is a column-wise (i.e. per FD-unit) phase scaled version of the precoders when oversampling index is not reported, which have the same precoding performance:

1. [bookmark: _Toc4743120][bookmark: _Toc4774165][bookmark: _Toc4774477][bookmark: _Toc4777955]Oversampling the FD-basis cannot lead to better performance, and feeding back an oversampling index is therefore redundant
1. [bookmark: _Toc4743121][bookmark: _Toc4774166][bookmark: _Toc4774478][bookmark: _Toc4777956]The UE can apply arbitrary phase rotations on the columns of the beam-frequency matrix prior to FD-transformation in order to sparsify the coefficients in the transformed domain, including applying linear phase ramp corresponding to arbitrarily high oversampling. However, this phase rotation does not need to be reported.
Based on this analysis, it is clear that including oversampling for the FD-basis is redundant and critically sampled DFT basis should be used:
1. [bookmark: _Toc4743155][bookmark: _Toc4774170][bookmark: _Toc4774442][bookmark: _Toc4774462][bookmark: _Toc4777966]Reject the working assumption on oversampling of the FD-basis and support critically sampled FD-basis with 

Reducing supported combinations of compression parameters
As is also further elaborated in our companion contribution [4] and can also be observed from Figure 3, some combinations of compression parameters do not offer favourable performance overhead trade-off. The following observations can be made:
1. [bookmark: _Toc4763717][bookmark: _Toc4774167][bookmark: _Toc4774479][bookmark: _Toc4777957]For 32Tx, performance of L=2 is not competitive, especially  which has inferior performance to  with similar overhead
1. [bookmark: _Toc4763719][bookmark: _Toc4774168][bookmark: _Toc4774480][bookmark: _Toc4777958]For 32 Tx, generally  results in quite limited performance gain compared to , at the cost of quite a large overhead increase
Based on these observations, we can conclude that some codebook configurations likely can be pruned since they do not are not competitive enough. We make the following proposals:
1. [bookmark: _Toc4763721][bookmark: _Toc4774171][bookmark: _Toc4774443][bookmark: _Toc4774463][bookmark: _Toc4777967]Consider not supporting L=2, at least  can be removed
1. [bookmark: _Toc4763722][bookmark: _Toc4774172][bookmark: _Toc4774444][bookmark: _Toc4774464][bookmark: _Toc4777968]Consider not supporting , since it has limited performance gain

Value of N3 for 
This issue is discussed in our companion contribution [3]. Where we observed the following:
1. [bookmark: _Toc4774291][bookmark: _Toc4777959]DFT padding results in around 2% loss compared to No DFT padding
1. [bookmark: _Toc4774292][bookmark: _Toc4777960]Segmentation approach has inferior performance/overhead tradeoff compared to approaches without segmentation 

Based on these observations, we propose a compromise solution:
1. [bookmark: _Toc4774293][bookmark: _Toc1201312][bookmark: _Toc4774445][bookmark: _Toc4774465][bookmark: _Toc4777969]When ,support free selection of N3. For   is selected as the smallest multiple of 2, 3, or 5 which is  

Conclusion 
Based on the discussion in this contribution we make the following observations:
Observation 1	To reduce overhead for RI=3,4 by only adapting  and not reducing the FD/SD basis will cause unnecessarily large overhead due to bitmap reporting.
Observation 2	Small gains for Type II extension compared to Type I for high rank codebook
Observation 3	Reducing both FD-basis size and number of NZC coefficients K0 results in almost no performance loss and good reduction in overhead compared to simple extension
Observation 4	Reducing SD-basis size yields substantial loss due to problem with layer orthogonality
Observation 1	For 32 Tx and L=6,  has overlapping performance/overhead with L=4.  have slightly larger performance than , however only the configuration  result in feasible overhead (smaller overhead than Rel-15 Type II)
Observation 2	The encoding of NNZC indicators must be rank-independent as UCI Part 1 payload is fixed
Observation 3	For per-layer NNZCI approach, the RI and NNZCIs can be jointly or independently encoded
Observation 4	Joint number of non-zero coefficient indication across layers can reduce overhead compared to layer-wise non-zero coefficient indication
Observation 5	Oversampling the FD-basis cannot lead to better performance, and feeding back an oversampling index is therefore redundant
Observation 6	The UE can apply arbitrary phase rotations on the columns of the beam-frequency matrix prior to FD-transformation in order to sparsify the coefficients in the transformed domain, including applying linear phase ramp corresponding to arbitrarily high oversampling. However, this phase rotation does not need to be reported.
Observation 7	For 32Tx, performance of L=2 is not competitive, especially  which has inferior performance to  with similar overhead
Observation 8	For 32 Tx, generally  results in quite limited performance gain compared to , at the cost of quite a large overhead increase
Observation 9	DFT padding results in around 2% loss compared to No DFT padding
Observation 10	Segmentation approach has inferior performance/overhead tradeoff compared to approaches without segmentation

Based on these observations, we make the following proposals:
Proposal 1	For SD/FD basis parametrisation, consider Alt 3, RI-common for RI={3,4} and layer common, with M’=M/2 and L’=L
Proposal 2	As starting point for discussion, consider layer-independent FD-basis selection and layer-common SD-basis selection
Proposal 3	For max # NZ coefficients, consider Alt1. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2})
Proposal 1	Do not support introducing L=6 spatial beams
Proposal 2	Support joint number of non-zero coefficient indication across layers and separate RI encoding in UCI Part 1
Proposal 3	Reject the working assumption on oversampling of the FD-basis and support critically sampled FD-basis with 
Proposal 4	Consider not supporting L=2, at least  can be removed
Proposal 5	Consider not supporting , since it has limited performance gain
Proposal 6	When ,support free selection of N3. For   is selected as the smallest multiple of 2, 3, or 5 which is  
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Appendix: Simulation assumptions
For system level evaluations, the agreed assumptions from RAN1#94bis are used.  The remaining evaluation assumptions are given in the table below. 
Table 1: SLS assumptions for CSI enhancement 
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Scenario
	Dense Urban (Macro only) 

	Carrier frequency
	4GHz

	Inter-site distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,4,2,1,1,4,4), (dH,dV) = (0.5, 0.8)λ 
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 
100 deg tilt


	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 
4RX: (1,2,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2,3,4)

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Simulation bandwidth 
	10 MHz with 15kHz SCS

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	Maximum 8 layers

	CSI feedback 
	· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead 
	[bookmark: _GoBack]DMRS overhead included
CSI-RS overhead included
TRS overhead included 

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes


	Traffic load (Resource utilization)
	· 70 % for CSI overhead reduction

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Realistic
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