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1	Introduction
[bookmark: _Hlk525601705][bookmark: _Hlk525602213][bookmark: _GoBack]The Industrial IoT (IIoT) work item was approved in RAN#83 [1], and the outcome from the study item was captured in TR38.825 [2]. Considering intra-UE prioritization, the following item is included as one of the objectives:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].

In this contribution, we will discuss the issues related to resource collision: (1) between UL configured grant and dynamic grant (Scenario 2 in [2]); and (2) between multiple CGs. The discussion about other intra-UE multiplexing/prioritization scenarios are covered in our companion contribution [3] [4].
 
[bookmark: _Toc415085486][bookmark: _Toc503902285]2	Discussion on Resource Conflict between Configured and Dynamic Grant
As described in [2], in this scenario, “a UE receives a dynamic grant for uplink transmission, the associated PUSCH of which overlaps in time with reserved uplink resources activated by either Type-1 or Type 2 configured grant.” Below are the agreements from RAN1#96bis meeting:
Agreements:
· It is recommended to allow the prioritization of configured grant over dynamic grant under some conditions in case of collision in scenario 2 as listed in R1-1814342 in the Rel-16 WI.
For scenario 2 as listed in R1-1814342, in case the collision between configured grant and dynamic grant occurs in physical layer, options to determine the prioritization between configured grant and dynamic grant include at least – to be further investigated during the WI phase:
· Priority at PHY is determined by MAC layer for the purpose of PHY prioritization.
· Note: this may or may not have any RAN1 impact
· Priority at PHY is determined via using PHY channel(s)/signal(s)/parameters for the purpose of PHY prioritization.
· It is configurable as part of the configured grant configuration whether it should have higher priority than dynamic grant in case of conflict.
· Other options are not precluded.
As agreed already in RAN1, the priority handling between CG and DG should be flexible for example determined by traffic priority, logical channel mapping rule and so on. Since these aspects will be discussed in RAN2 first, it makes more sense for RAN1 to start discussion only after RAN2, taking into account the outcome from RAN2 discussion and investigating the corresponding RAN1 impacts. Otherwise there could be unnecessary work in RAN1. For example, in case RAN2 agrees that after the prioritization process is done at MAC layer, only one MAC PDU is delivered to PHY at a time, and a MAC PDU overlapping with a previous PDU is delivered to PHY only if it has higher priority than the previous one, then there is no need for PHY to additionally define priority since the latter MAC PDU is always with high priority. However, resource collision can still take place in this case because the lower priority MAC PDU was already delivered to PHY for transmission and a high priority MAC PDU comes. 
In our opinion, from RAN1 point of view, the preferred way of priority handling is that the priority decision is done at MAC layer, as described above. In this case, PHY always prioritizes the later grant. This will require no additional effort in RAN1 to define priority, and it is well in line with the first option from RAN1#96 meeting. However, we still need to wait for RAN2 decision on the issue.
Proposal 1: RAN1 should start the discussion of the issues related to priority handling between configured grant and dynamic grant based on the outcome from RAN2 discussion.
Next, we will discuss the issue related to low priority PUSCH handling. No matter which option will be specified in RAN1, how to handle the impacted low priority PUSCH is one issue to be solved. In case MAC already requested PHY to transmit a low priority PUSCH and then MAC sends another request to transmit a higher priority PUSCH that overlaps with the low priority PUSCH, 
· as long as there is sufficient processing time, the UE may simply cancel the low priority PUSCH and transmit the higher priority PUSCH instead. 
· The more complicated scenario is that the low priority PUSCH is in the middle of transmission, or there is no sufficient processing time to prevent starting the low priority PUSCH transmission. In this case, the details on how to handle the impacted low priority transmission, for example, simply stopping or stopping/resuming low priority PUSCH transmission, need to be discussed further especially considering the DG resource could be much longer (e.g. on slot level) than the CG resource (e.g. only one mini-slot). One example is illustrated in Figure 1 where the configured grant resource for high priority data overlaps in time and frequency with the dynamic grant resource. 


[bookmark: _Hlk4675925]Figure 1: Configured grant overriding dynamic grant with both grants overlapping in time and frequency
In case the CG resource and DG resource are not overlapping in frequency but only overlapping in time, with the assumption that the UE does not support simultaneous multiple PUSCH transmissions over the same carrier, similar problems as discussed above with respect to Figure 1 still exist.
Proposal 2: For resource conflicts between dynamic grant and configured grant PUSCH, RAN1 should specify the solution (e.g. stopping and/or stopping/resuming) to handle the impacted low priority PUSCH in case the low priority PUSCH transmission has to be stopped during an ongoing transmission.

3. Discussion on Resource Conflict between Multiple Configured Grants
Since the discussion of this scenario will start from RAN2, similar as the discussion about scenario 2, RAN1 can discuss this at a later phase and take the outcome from RAN2 into consideration. 
[bookmark: _Hlk4790631]From a prioritization handling viewpoint, the discussion for the scenario here is somehow similar to scenario 2. Specifically, in our opinion the prioritization between two overlapping configured grants should be mainly handled by MAC layer. Note that similar observations to those made for scenario 2 could be also given for the scenario here. Regarding the handling of the low-priority data in case MAC already delivered the MAC PDU of a low-priority PUSCH to PHY and then MAC sends a PDU of a higher-priority PUSCH, on a high level, the observations given for scenario 2 also apply here where two cases are discussed depending on whether the UE has enough time to discard the low-priority PUSCH or not. 
One example of this scenario is illustrated in Figure 2 where the configured grant resources for high priority data overlap in time and frequency with another configured grant resources.


Figure 2: Configured grant overlapping with another configured grant
Proposal 3: RAN1 should start the discussion of the issues related to priority handling between configured grant and configured grant based on the outcome from RAN2 discussion. 
Proposal 4: For resource conflicts between configured grant and configured grant PUSCH, RAN1 should specify the solution (e.g. stopping and/or stopping/resuming) to handle the impacted low priority PUSCH in case the low priority PUSCH transmission has to be stopped during an ongoing transmission.

4	Conclusions
In this contribution, we discussed the issues related the conflicting between UL grants (CG vs DG and CG vs. CG). Based on the discussion, we have the following proposals and observation:
Proposal 1: RAN1 should start the discussion of the issues related to priority handling between configured grant and dynamic grant based on the outcome from RAN2 discussion.
Proposal 2: For resource conflicts between dynamic grant and configured grant PUSCH, RAN1 should specify the solution (e.g. stopping and/or stopping/resuming) to handle the impacted low priority PUSCH in case the low priority PUSCH transmission has to be stopped during an ongoing transmission.
Proposal 3: RAN1 should start the discussion of the issues related to priority handling between configured grant and configured grant based on the outcome from RAN2 discussion. 
Proposal 4: For resource conflicts between configured grant and configured grant PUSCH, RAN1 should specify the solution (e.g. stopping and/or stopping/resuming) to handle the impacted low priority PUSCH in case the low priority PUSCH transmission has to be stopped during an ongoing transmission.
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