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Introduction
In RAN1#96, the following agreements have been made on the DFT based Type II compression CSI enhancements for MU-MIMO [1].
Agreement 
Proposal 1 from R1-1902304 is agreed
Agreement
Extend the Type II DFT-based compression (designed for RI=1-2) to RI=3-4 with the following design principle:
· The resulting overhead for RI=3-4 is at least comparable to that for RI=2 
Agreement
On subset selection for layer 0, agree on the following:
· Unrestricted (polarization-independent) subset selection which requires a size-2LM bitmap in UCI part 2
· 
 
· FFS: Further down selection of supported combinations of FD compression parameters  
Agreement
On LCC quantization, agree on the following:
· The description of each of the five alternatives above is final (in R1-1902304, section 2.5)
· Further discuss to select one of the five alternatives later this week (in RAN1#96)
· Any new alternative (including merged/compromise proposals) will not be considered for Rel-16
Agreement
On subset selection for RI=2, agree on the following
· SD basis selection (selection of L out of N1N2 SD DFT vectors) is layer-common
· Terms:
· “FD basis subset selection” refers to the selection of M out of N3 FD DFT vectors
· “Coefficient subset selection” refers to the selection of KNZ (# non-zero coefficients) out of 2LM where KNZ ≤ K0
· The size-K0 subset design for layer 0 is also applied to layer 1
· K0 is the maximum number of non-zero coefficients for each layer.
Agreement
On LCC quantization, agree on Alt2 (differential per polarization) per the description in R1-1902304
Agreement
For RI=2, the following is supported 
· Layer-independent FD basis subset selection 
· Layer-independent coefficient subset selection
Agreement

On the values of N3, further discuss and clarify/refine both of the available alternatives with  as the evaluation baseline 
Agreement
For RI{3,4}, different layers are independently quantized just as RI=1 and 2
Agreement
On SD and FD basis selection for RI{3,4}
· The parameter R is layer-common and RI-common
· For the higher-layer setting of SD/FD basis parameters (L, p):
· Down select among the following alternatives for the higher-layer setting of SD/FD basis parameters (L, p):
· Alt1 RI-common for RI{1,2,3,4}, layer-common 
· Alt2 RI-common for RI{1,2,3,4}, layer-/layer-group-specific
· Alt3 RI-common for RI{3,4}, layer-common 
· Alt4 RI-common for RI{3,4}, layer-/layer-group-specific
· Alt5 RI-specific for RI{3,4}, layer-common
· Alt6 RI-specific for RI{3,4}, layer-/layer-group-specific
· Note: For RI=1 and 2, RI-common, layer-common setting has been agreed
· Note: No other alternatives will be considered
Agreement
On the max # NZ coefficients for RI{3,4}, down select from the following alternatives (no other alternatives will be considered)
· Alt0. For RI{1,2,3,4}, there is only one β value 
· Alt1. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2})
· Alt2. For RI{3,4}, there is only one value of max # NZ coefficients per layer < K0 where the K0 value is set for RI{1,2}
· Alt3. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2}) where  is fixed and RI-specific
· FFS: value of  per agreement that the overhead for RI=3 or 4 should at least be comparable to RI=2 
· Alt4. For RI{3,4}, there is only one value of max # NZ coefficients per layer < K0 where the K0 value is set for RI{1,2} where  is fixed and RI-specific
· FFS: value of  per agreement that the overhead for RI=3 or 4 should at least be comparable to RI=2
· Note: For RI{1,2}, there is only one K0 value (=max # NZ coefficients per layer)
Agreement
Decide in RAN1#96bis whether to support L=6 (in addition to L=2 and 4) taking into account RI{3,4} and/or 32 ports
· Also consider possible restriction(s) on the use case for supporting the additional value(s) of L 
In this contribution, we give our evaluation results on different alternatives for the extension of Type II compression codebook to rank 3-4.
Scheme description 
Based on the email discussion [3] after RAN1#96, numerous alternatives are proposed on how to extend the Rel-16 compression codebook to rank 3-4. We analyze these alternatives in our contribution [2] with the following observations
· To adjust only one dimension from L/p/ for different ranks is sufficient without causing too complicated specification impact.
· All the alternatives can be seen as combination of adjusting L/p/ and layer-common/layer-specific L/p/.
According to the above analysis, we perform system-level simulation on a set of alternatives as follows.
· Alt 1 (layer-common ): Adjust  + Layer-common , layer-common SD basis selection, layer-specific FD basis selection. Detailed parameters in the evaluations are given below.
	RI
	Layer
	L
	p
	

	1
	0
	4
	1/4 or 1/2
	

	2
	0
	
	
	

	
	1
	
	
	

	3
	0
	
	
	

	
	1
	
	
	

	
	2
	
	
	

	4
	0
	
	
	

	
	1
	
	
	

	
	2
	
	
	

	
	3
	
	
	


· Alt 1 (layer-specific ): Adjust  + Layer-specific , layer-common SD basis selection, layer-specific FD basis selection. Detailed parameters in the evaluations are given below.
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· Alt 2B: Adjust p + Layer-specific and RI-common p, layer-common SD basis selection, layer-specific FD basis selection. Detailed parameters in the evaluations are given below.
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· Alt 3B: Adjust L + Layer-common L, layer-specific SD basis selection, layer-specific FD basis selection. Detailed parameters in the evaluations are given below.
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· Alt 4A: Adjust L + Layer-specific and RI-common L, layer-specific SD basis selection, layer-specific FD basis selection. Detailed parameters in the evaluations are given below.
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· Alt 4C: Adjust L + Layer-specific and RI-common L, layer-specific SD basis selection, layer-specific FD basis selection. Detailed parameters in the evaluations are given below.
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· Alt 5C: Adjust p + Layer-common p, Layer-common SD basis selection, layer-specific FD basis selection. Detailed parameters in the evaluations are given below.
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· Alt 6C: Adjust L + Layer-specific L, Layer-specific SD basis selection, layer-specific FD basis selection. Detailed parameters in the evaluations are given below.
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· Alt 6E: Adjust p + Layer-specific p, Layer-common SD basis selection, layer-specific FD basis selection. Detailed parameters in the evaluations are given below.
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The difference between some alternatives are very small. For example, the difference between Alt 4A and 4C is that 4C allows a different L value for layer 3 from layer 2. 
Evaluation results
We evaluate the performance overhead trade-off for the above 9 alternatives with SLS. In the simulations, p0 is set as {1/4, 1/2}, and  values are {1/4, 1/2, 3/4}. Quantization approach follows the per-polarization differential approach agreed in RAN1#96 with 3-bit phase. The results for p0=1/4 and  ={1/4, 1/2, 3/4} are shown in Fig. 1a, and the Fig. 1b depicts the results for p0=1/2 and  ={1/4, 1/2, 3/4}.
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Fig. 1 Performance-overhead trade-off of different alternatives for higher-rank extension
From Fig. 1, we observe the following
1) To adjust L value i.e., Alt 3B, Alt 4A, Alt 4C, Alt 6C, for different ranks/layers causes up to 8% performance loss compared to adjust p and , although SD basis vectors are selected layer-specifically for these alternatives. Hence the number of selected SD paths has large impact on the performance.
2) The performance of adjusting p and  is similar. However, to adjust p, i.e., Alt 5C, Alt 6E, brings more overhead reduction than to adjust  (Alt 1), as reducing p also reduces the overhead for bitmap indication in Part 2.
3) Alt 5C provides the best performance-overhead trade-off, and it’s also one of the simplest solutions.
4) RI-common L/p/ among RI={1,2,3,4} (Alt 2B) causes larger overhead compared with others, as the overhead for the first two layers cannot be reduced.
5) [bookmark: _GoBack]Comparing Alt 5C v.s. Alt 6E, or Alt 1 (layer-common ) v.s. Alt 1 (layer-specific ), layer-specific does not bring performance gain over layer-common configurations. In most case, it causes performance loss. 
To further investigate the impact of layer-specific and layer-common to the UE RI calculation, we count the percentage of different rank values reported by UE in the examples of Alt 1 (layer-common ) and Alt 1 (layer-specific ). Results are shown in Fig. 2.
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Fig. 2 Percentage of different rank values reported by UE for Alt 1
It can be seen in Fig. 2 that the used layer-specific setup/configuration leads to more selections of rank-3 and fewer selections of rank-4. This causes the system performance loss shown in Fig. 1. The reason may be that UEs do not make full use of the rank-4 channel in most cases. Hence an artificial weighting among different layers may not be optimal to match the real channel, and may not bring positive impact on the performance. As average distribution is the statistical optimal solution when channel is unknown, non-uniform distribution may bring performance loss.
Based on the above evaluation results, we have the following observation.
Observation: 
· Alt 5C provides the best performance-overhead trade-off, and it’s also one of the simplest solutions. 
· Adjusting L value i.e., Alt 3B, Alt 4A, Alt 4C, Alt 6C, for different ranks/layers causes significant performance loss compared to adjusting p and , although SD basis vectors are selected layer-specifically for these alternatives.
· The performance of adjusting p and  is similar. However, to adjust p, i.e., Alt 5C, Alt 6E, brings more overhead reduction than to adjust  (Alt 1), as reducing p also reduces the overhead for bitmap indication of non-zero coefficients.
· RI-common L/p/ among RI={1,2,3,4} (Alt 2B) causes larger overhead compared with others, as the overhead for the first two layers cannot be reduced.
· Layer-specific does not bring performance gain over layer-common configurations. In most cases, it causes performance loss. Lay-specific configuration may cause negative impact to the system performance.
Conclusion
In this contribution, we perform evaluation to compare numerous alternative for higher rank extension of Type II compression codebook. We have the following observation based on the evaluation results.
Observation: 
· Alt 5C provides the best performance-overhead trade-off, and it’s also one of the simplest solutions. 
· Adjusting L value i.e., Alt 3B, Alt 4A, Alt 4C, Alt 6C, for different ranks/layers causes significant performance loss compared to adjusting p and , although SD basis vectors are selected layer-specifically for these alternatives.
· The performance of adjusting p and  is similar. However, to adjust p, i.e., Alt 5C, Alt 6E, brings more overhead reduction than to adjust  (Alt 1), as reducing p also reduces the overhead for bitmap indication of non-zero coefficients.
· RI-common L/p/ among RI={1,2,3,4} (Alt 2B) causes larger overhead compared with others, as the overhead for the first two layers cannot be reduced.
· Layer-specific does not bring performance gain over layer-common configurations. In most cases, it causes performance loss. Lay-specific configuration may cause negative impact to the system performance.
References 
[1] Chairman’s notes, RAN1#96
[2] R1-1904012, CSI enhancement for MU-MIMO support, ZTE
[3] Email discussion [96-NR-08] eNR-MIMO MU-CSI: (L,p) setting for RI=3-4 extension
Appendix
Table 6.1 Simulation assumptions
	System level simulation parameters

	Scenarios
	TR38.901: 3D-Uma (200m) for overhead reduction; 3D-Umi for higher rank support

	Carrier frequency 
	4 GHz

	Simulation bandwidth
	DL 10 MHz unless specified 

	SCS
	15KHz unless specified 

	Antenna Spacing
	(dV,dH)=( 0.8λ, 0.5λ)

	NB antenna configurations
	32 ports:
(MTXRU, NTXRU, P) = (2, 8, 2)
(M,N,P,Mg,Ng)= (8,8,2,1,1)

	UE antenna configurations
	 Isotropic antenna gain pattern:
(M, N, P) = (1, 1, 2) or  (1, 2, 2)

	Transmission scheme
	SU/MU-MIMO adaption with max rank 2/4, total 4/8 layers

	Traffic model
	FTP 3 with packet size 0.5M byte

	CSI-RS
	Period is 5 ms and overhead is accounted.  

	Delay for scheduling and AMC
	4ms

	Scheduler
	PF

	Receiver
	MMSE-IRC

	HARQ Scheme
	Chase Combining

	Feedback Assumption
	
Non-ideal modeling of channel estimation, with error modeling is used.

	Handover margin 
	3dB 

	DL Overhead  calculation
	 2 OFDM symbols for PDCCH, 24 RE/PRB for DMRS

	Metric
	 Average and 5% tail UE  throughput; Per-rank PMI overhead; 
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